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A B S T R A C T

Machine learning significantly enhances clinical decision-making quality, directly impacting patient care with 
early diagnosis, personalized treatment, and predictive analytics. Nonetheless, the increasing proliferation of 
such ML applications in practice raises potential ethical and regulatory obstacles that may prevent their wide
spread adoption in healthcare. Key issues concern patient data privacy, algorithmic bias, absence of trans
parency, and ambiguous legal liability. Fortunately, regulations like the General Data Protection Regulation 
(GDPR), the Health Insurance Portability and Accountability Act (HIPAA), and the FDA AI/ML guidance have 
raised important ways of addressing things like fairness, explainability, legal compliance, etc.; however, the 
landscape is far from risk-free. AI liability is another one of the gray areas approaching black, worrying about 
who is liable for an AI medical error — the developers, the physicians, or the institutions. The study reviews 
ethical risks and potential opportunities, as well as regulatory frameworks and emerging challenges in AI-driven 
healthcare. It proposes solutions to reduce bias, improve transparency, and enhance legal accountability. This 
research addresses these challenges to support the safe, fair, and effective deployment of ML-based systems in 
clinical practice, guaranteeing that patients can trust, regulators can approve, and healthcare can use them.

Introduction

Background: Machine learning (ML) is fundamentally transforming 
healthcare; ML is playing an integral role in the development of methods 
for early diagnosis and treatment optimization, as well as predictive 
analytics providing unprecedented improvements for medical decision- 
making [1]. ML applications that leverage this technology to achieve 
better healthcare outcomes include diagnostic imaging analysis, 
personalized treatment recommendations, and predictive modeling for 
disease progression [2]. These technologies can help minimize human 
error, enable real-time decision-making, and optimize resources used in 
clinical practices.

However, while ML has immense potential, integration of ML into 
clinical practice is limited by ethical and regulatory challenges that 
create barriers to widespread adoption [3]. Central issues include the 
privacy of patient data, since ML models need large quantities of sen
sitive medical information, which raises risks of illegal access, data 
breaches, and the need to comply with data protection laws, such as 
GDPR and HIPAA [4]. The algorithmic bias and fairness issues also 

intertwine with these dynamics, with ML models trained on unbalanced 
datasets delivering results that discriminate against certain groups [5]. 
Overall, it is hard for the clinician to interpret the model outputs and 
thus justify whatever medical decision is guided by AI [6], and the lack 
of transparency and explainability in ML decision-making only com
plicates trust and accountability.

Additionally, litigation and regulatory issues now present a signifi
cant hindrance, because extant health laws and AI governance systems 
do not match the advancement of rapidly developing ML technologies 
[7]. Regulatory bodies (such as the FDA, EMA, and WHO) are still 
formulating concrete guidelines for the approval and monitoring of AI in 
medical applications, creating a scenario of compliance and ethical 
responsibility uncertainty [8]. Even with this integration, however, 
there lies the risk of data misuse and related concerns, as well as ethical 
dilemmas regarding AI-generated treatment recommendations, if there 
is no proper oversight [9].

The Challenges of Machine Learning in Healthcare Addressing these 
challenges is important for the responsible and effective implementation 
of ML in healthcare. The focus of this evaluation will identify the 
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opportunities of utilizing ML while recognizing the key challenges 
related to the ethical- and regulatory landscape to the acceptance of ML 
tools in clinical exercise, specifically to identify potential barriers to 
implementation and how risks can be mitigated, thereby maximizing 
potential benefits.

Problem Statement: While ML has great potential, its adoption in 
healthcare is hampered by issues of patient privacy, algorithmic bias, 
transparency, and compliance with changing laws.

Significance of Study: This study investigates the principal ethical 
and regulatory challenges of machine learning (ML) in healthcare, 
shedding light on the threats to the safe, effective, and responsible 
application of AI medical technologies.

By elucidating these, this study will enlighten stakeholders such as 
healthcare practitioners, AI developers, legislators, and regulatory 
agencies about the risks and obstacles that impede the adoption of ML 
in clinical practice, through the lens of privacy concerns, algorithmic 
bias, transparency, and regulatory gaps [1]. Tackling these bottlenecks 
is imperative to ensuring that ML-based healthcare solutions remain 
reliable, compliant, and patient-centric.

Finally, this study aims to offer actionable suggestions for enhancing 

AI governance, data security, and bias mitigation in ML models while 
facilitating compliance with existing healthcare regulation frameworks, 
including GDPR, HIPAA, and the FDA’s AI/ML-driven frameworks [7,8]. 
This knowledge will be used to inform standardized ethical frameworks 
guiding the responsible introduction of ML into clinical decision-making 
to mitigate risks associated with patient safety, liability, and regulatory 
noncompliance [9].

Problem Statement

Despite machine learning’s enormous potential in the healthcare 
industry, ethical and legal obstacles are preventing its widespread 
application. Although ethical AI and technical model performance are 
the subject of numerous studies. The present review is designed to 
address the following problems: 

1. Absence of a cohesive examination contrasting how various national 
and international regulatory frameworks apply to machine learning 
healthcare solutions.

Table 1 
Comparative analysis of global approaches to AI regulation in healthcare.

Regulation Region Focus Areas Strengths Limitations Impact on Healthcare AI
General Data Protection 

Regulation (GDPR), 2018
European 
Union (EU)

Data privacy, patient 
consent, and AI 
transparency

- Strongest global data 
protection framework.  
- Enforces patient rights 
over their medical data.  
- AI systems must be 
explainable.

- Strict compliance can 
slow AI innovation.  
- Heavy penalties for 
violations (up to €20 
million).

- AI-driven healthcare must ensure 
patient consent & data security.  
- Limits how ML models store and 
process medical records.

Health Insurance Portability 
and Accountability Act 
(HIPAA), 1996

United 
States (USA)

Patient data protection and 
security standards

- Ensures strong security for 
electronic health data 
(ePHI).  
- Mandates breach 
notifications.  
- Applies to healthcare 
providers & AI developers.

- Does not cover AI- 
specific risks.  
- No strict explainability 
requirements for AI 
decisions.

- AI in healthcare must comply with 
security protocols.  
- Telemedicine and AI diagnostics 
require secure data storage.

FDA Guidelines on AI/ML in 
Medical Devices, 2021

United 
States (USA)

AI-based medical devices, 
real-world performance 
monitoring

- AI software must be 
approved before clinical 
use.  
- Supports adaptive AI 
models that improve over 
time.

- Lengthy approval process 
can delay AI deployment.  
- Limited global influence 
outside the USA.

- AI-driven radiology & diagnostics 
require FDA approval.  
- Ensures AI models meet safety & 
accuracy standards.

European Medicines Agency 
(EMA) AI Regulations

European 
Union (EU)

AI-driven drug 
development and medical 
applications

- AI in drug discovery & 
clinical trials is regulated.  
- Post-market AI 
monitoring ensures patient 
safety.

- High compliance costs 
for AI companies.  
- Lack of harmonization 
with non-EU regulations.

- AI in pharmaceutical research & 
precision medicine must meet EMA 
guidelines.  
- Requires real-world validation of AI 
performance.

Artificial Intelligence Act 
(AI Act) (Proposed), 2023

European 
Union (EU)

Risk-based regulation for AI 
applications, including 
healthcare

- Strict transparency rules 
for AI models.  
- Classifies AI as low-risk, 
high-risk, or banned.  
- Ensures fairness and non- 
discrimination in AI 
decisions.

- Not yet fully 
implemented (expected 
2025+).  
- Some AI applications 
may be overregulated.

- AI-driven clinical decision support 
systems (CDSS) will require higher 
transparency.  
- AI in high-risk medical settings (e.g., 
surgery, diagnostics) faces stricter 
review.

China’s AI Ethics & Security 
Guidelines, 2022

China AI security, ethical AI use, 
and national AI 
development strategy

- Encourages AI innovation 
in healthcare.  
- Focuses on AI ethics, 
fairness, and 
explainability.

- Government-led AI 
oversight raises privacy 
concerns.  
- Lack of clear penalties for 
AI misuse.

- AI in hospitals & medical research is 
state-regulated.  
- Supports AI-based drug discovery & 
smart hospitals.

UK NHS AI Strategy United 
Kingdom 
(UK)

AI-driven healthcare 
transformation and patient 
safety

- AI models must be 
clinically validated before 
NHS deployment.  
- Emphasis on data security 
& patient trust.

- No centralized AI 
regulation (varies across 
NHS Trusts).  
- Limited penalties for AI- 
related errors.

- AI clinical trials & patient 
monitoring systems must meet NHS AI 
standards.  
- Supports AI-assisted radiology & 
diagnostics.

South Africa – Draft AI 
Policy, 2022

South Africa Ethics, transparency, 
inclusion, and public sector 
AI

A human rights-based 
approach promotes 
inclusive AI

Still under development, 
not legally binding yet

To prevent algorithmic discrimination 
and enhance equitable AI deployment 
in healthcare

Brazil – LGPD (Lei Geral de 
Proteção de Dados), 2020

Brazil Personal data protection, 
informed consent, and 
accountability

Modeled after GDPR, 
legally enforceable

Limited AI-specific 
clauses; interpretation 
varies

Encouraged responsible AI use and 
stronger consent mechanisms in 
health tech

India – NDHM & Digital 
Personal Data Protection 
Act, 2023

India Patient data control, digital 
health ID, AI ethics in 
health services

National health 
architecture, patient- 
centric model

Implementation 
challenges, rural digital 
divide

Provides a foundation for AI-based 
diagnostics and personalized care 
through regulated digital platforms
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2. Limited guidance on how to reconcile changing regulations like the 
EU AI Act and HIPAA with ethical AI concepts (such as explain
ability, fairness, and responsibility).

3. Lack of workable, implementable compliance plans for medical fa
cilities with limited funds and infrastructure.

4. Inconsistent treatment of legal accountability in Adaptive AI systems 
and Explainable medical decision-making tools.

5. A need for structured synthesis of real-world case studies demon
strating regulatory shortcomings in AI healthcare.

Scope and Delimitations

The review is designed to address the ethical and legal challenges 
specific to machine learning applications in the domain of clinical 
healthcare, as opposed to general AI systems. It does not include ethical 
discussions involving autonomous robotics, military AI, or AI in 
nonclinical public health. The comparative analyses mainly cover the 
regulations within the EU, the US, the UK, China, South Africa’s Draft AI 
Policy, Brazil’s LGPD, and India’s NDHM, with specific global references 
to gain comparative insights.

Gaps in Existing Research Studies on AI Governance in Healthcare

Despite the increasing amount of research on advising on AI ethics 
and regulation, several key gaps persist, including the fact that we 
have no uniform AI liability framework in the healthcare space. 
This raises doubts about whether developers, physicians, or healthcare 
organizations should be held accountable for autonomous errors made 
by artificial agents. This underscores the need for models with legal 
clarity that will provide accountability while fostering responsible AI 
white paper.

Where most AI models perform excellently under controlled settings, 
they fall short when they meet the different data distributions and un
seen conditions in the clinical world [10]. Most studies covering AI and 
healthcare target datasets that primarily include Western images, indi
cating potential bias when employed in many parts of the world (e.g., 
Africa, Asia, and Latin America) [11], which indicates a critical area for 
future research covering AI fairness to assess performance through the 
lens of varied demographics and reduce racial, gender, and socioeco
nomic factors.

While many AI systems—like self-learning models in the field of 
radiology—can evolve and modify many times, existing policies offer 
little guidance on how applicable regulations should be enforced for 
adaptive AI systems [12], and further investigation is required regarding 
compliance to regulations at various points in the life cycle of the model, 
in particular when algorithms improve. Through identifying existing 
gaps in policy and exploring examples of best practices, this study will 
set the groundwork for future research and policy development, paving 
the way towards fostering AI-driven innovations in a legally and ethi
cally sound manner in healthcare.

By identifying gaps in current regulations and highlighting best 
practices, this work will assist as a foundation for upcoming studies and 
policy development, ultimately advancing AI-driven innovations while 
safeguarding ethical principles and legal integrity in healthcare.

Contributions of the review

1. Integrative Ethical-Regulatory Lens: Maps ethical AI principles (e.g., 
fairness, explainability, accountability) to legal obligations (e.g., 
GDPR, FDA, HIPAA, and EU AI Acts)

2. Comparative Regulatory Table: Table 1 presents a side-by-side 
comparison of global AI regulatory frameworks with specific appli
cability to ML healthcare use cases.

3. Expanded case study review: Synthesize/critique eight high-profile 
ML healthcare failures (e.g., IBM Watson, Babylon Health) and 
present lessons learned that map to regulatory dimensions.

4. Operational guidance: Suggested specific strategies to help imple
ment compliance, mitigation of bias, and patient data privacy con
cerns in real-world clinical environments.

5. Quantitative coverage gain: The review is based on 67 peer-reviewed 
sources and regulation white papers and covers 85% more geore
ferenced frameworks and 2 times as many case studies as the pre
viously leading reviews (e.g., [7,8]).

Research objectives

The objective is to identify major ethical anxieties associated with 
machine learning-based healthcare systems and to analyze regulatory 
frameworks governing AI-driven healthcare applications in different 
countries. It will also examine case studies where ML implementation 
has raised ethical or legal challenges and propose recommendations for 
addressing ethical and regulatory barriers to enhance ML adoption in 
clinical settings.

Literature review outline

Overview of machine learning in healthcare

Machine Learning (ML) is a subtype of Artificial Intelligence (AI) 
capable of automatically acquiring knowledge and enhancing itself 
automatically from experience without being explicitly programmed 
[13]. This is most notable in healthcare, where ML contributes to 
medical analysis, treatment preparation, patient monitoring, and drug 
detection, providing advanced functionality that enhances accuracy, 
efficiency, and improves decision-making [14].

Nonetheless, in healthcare, machine learning (ML) is gaining a 
foothold with its applications like medical imaging analysis, predictive 
analytics, personalized medicine, and clinical decision support systems 
(CDSS). Deep learning (DL) architectures such as convolutional neural 
networks (CNNs) facilitate highly accurate image analysis by radiolo
gists to detect cancer, neurological disorders, and cardiovascular dis
eases [15]. Lastly, ML-based predictive analytics can predict the 
progression of disease, patient deterioration, and the risk of read
mission, by using historical and real-time clinical data [16]. ML plays a 
pivotal role in personalized medicine by developing treatment strategies 
specifically targeting patients based on their genetic, lifestyle, and 
environmental conditions, resulting in improved patient outcomes 
[17]. Moreover, the CDSS powered by AI facilitates clinical 
decision-making through contextualized recommendations to physi
cians, which reduces diagnostic inaccuracies and maximizes treatment 
effectiveness [18]. These ML-based innovations are working together to 
enhance the diagnostic accuracy, patient management, and efficiency of 
healthcare.

Current trends in AI-driven healthcare innovation
The swift integration of artificial intelligence (AI) and machine 

learning (ML) in the healthcare sector is powered by progress in tech
nology, enhanced computing capabilities, and greater accessibility of 
medical data. Key trends that are emerging in this landscape include:

Explainable AI (XAI) for Trustworthy Healthcare AI
As concerns about the lack of transparency in black-box AI models 

grow, the importance of Explainable AI (XAI) is on the rise. XAI goals to 
improve the clarity and accountability of decisions made in the medical 
field [19]. Techniques like SHAP (SHapley Additive Explanations) and 
LIME (Local Interpretable Model-agnostic Explanations) are proving 
valuable in helping healthcare professionals make sense of and have 
confidence in AI-generated recommendations [20].

Multi-Modal AI for Holistic Patient Insights
Modern ML models take an integrated view of multiple data sources, 

both genomic and other modalities ranging from medical imaging to 
electronic health records (EHRs) and wearable device data [14]. AI 
systems derived from IBM Watson and Google DeepMind’s algorithms 
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are leading the way for such multi-modal integration of data for mor
e effective diagnostics and patient management [21].

Federated Learning for Privacy-Preserving AI in Healthcare
Thus, Federated Learning (FL), a dispersed mechanism that lets 

multiple hospitals to jointly train machine learning (ML) models 
without the need to share patient data sensitive under GDPR and HIPAA 
regulations [22] is a good solution for this kind of issue. Feder
ated learning (FL) is being utilized in large-scale health networks to 
create strong AI models while maintaining the confidentiality and safety 
of the data [23].

AI-Driven Drug Discovery and Virtual Clinical Trials
Machine learning is transforming the process of drug discovery by 

accurately forecasting how molecules interact, fine-tuning compound 
formulations, and shortening the time needed for clinical trials [24]. 
Innovative AI-powered platforms like BenevolentAI and Atomwise are 
changing the landscape of pharmaceutical research, resulting in quicker 
drug development [25].

AI-Assisted Robotic Surgery and Automated Diagnostics
Robotic surgery systems that utilize artificial intelligence, like the da 

Vinci Surgical System, enhance the accuracy of surgical procedures 
while minimizing risks associated with them [26]. Additionally, auto
mated diagnostic tools powered by AI, such as Google’s DeepMind for 
identifying retinal diseases, have reached levels of diagnostic accuracy 
comparable to that of human experts [27].

Ethical challenges of machine learning in healthcare

Patient privacy & data security in machine learning-based healthcare
Risks of Data Breaches and Unauthorized Access to Patient Records
Healthcare ML models require access to large volumes of sensitive 

patient data such as EHRs, genomic data, and medical imaging. ML has 
transformed disease diagnosis, treatment planning, and predictive ana
lytics, however, its dependence on large datasets creates considerable 
privacy and security challenges [1].

One of the main targets of cybercriminals is healthcare data con
sisting of valuable personal, financial, and clinical information [28]. For 
instance, unauthorized access to ML-based medical systems may lead to 
identity theft, insurance fraud, and manipulation of medical data, which 
increase endangerment to patients’ safety and corrupt healthcare AI 
applications [29].

Steps by insider risks exposing sensitive patient information such as 
hackers, who steal sensitive medical records pose major threats to 
healthcare data security as patients’ vital information is vulnerable on 
the medical network. Moreover, artificial intelligence (AI) models based 
on machine learning (ML) are implemented on the cloud, which exposes 
patient data to third-party access, and thus strong data encryption and 
user authentication are required to ensure patient privacy [22].

Insufficient anonymization methods, which aim to eliminate iden
tifiable patient information, may still be compromised by machine 
learning models that can associate patients with their identities by 
analyzing correlations with external data sources [6].

When ML-driven healthcare applications fall short of global data 
protection regulations, such as HIPAA (USA), GDPR (EU), and the Data 
Protection Act (UK), the potential legal repercussions and the conse
quent loss of the patient’s trust create regulatory risks for healthcare 
organizations, as many of the ML algorithms have poor explainability 
and auditability and make it difficult to regulate the data security 
standards [30].

Federated learning offers a promising approach for collaboratively 
training machine learning models among various institutions without 
the need to share sensitive raw data. This facilitates the utilization of 
extensive medical datasets while safeguarding patient confidentiality 
[22]. Nevertheless, despite its benefits, federated learning encounters 
obstacles related to maintaining data integrity and avoiding adversarial 
attacks, which could undermine the security and dependability of 
AI-powered healthcare systems.

Mitigation Strategies for Ensuring Patient Data Privacy & Security
Protecting your sensitive medical data is paramount. We employ 

cutting-edge security measures, including robust encryption, multi- 
factor authentication (MFA), and privacy-preserving machine learning 
techniques, all while maintaining full regulatory compliance. This en
sures the highest level of data security and patient privacy.

Bias & Fairness: How biased datasets lead to discriminatory outcomes in 
healthcare AI

Machine learning (ML) bias refers to when models generate sys
temically inequitable results stemming from uneven, incomplete, or 
nonrepresentative datasets [31]. In healthcare, this can manifest as 
biased ML models that perpetuate discrimination, disproportionately 
impacting certain populations, resulting in inequitable access to care 
and disparity in treatment.

Some of the datasets used for the ML are built on the historical 
clinical data used, which may reflect discriminatory practices in the past 
and may result in biased prognoses and inconsistency in healthcare 
outcomes [5]. For instance, some ML models used to predict diseases 
underdiagnose Black patients, as these models are skilled on data that is 
largely collected from White populations, which leads to racial in
consistencies in diagnosis and treatment types [11].

Sampling bias arises when ML models are trained on imbalanced 
datasets, which results in a loss of generalization across diverse de
mographics [32] For example, an AI model skilled predominantly on 
male or high-income patient data set may have trouble providing ac
curate diagnosis and treatment recommendations for female or 
lower-income groups, leading to healthcare disparities and mis
diagnoses. To reduce sampling bias, appropriately representative, 
diverse patient population datasets are required, as well as bias detec
tion frameworks to guarantee that the direction of AI-driven healthcare 
does not lead to discrimination and inequality.

Sampling bias occurs when ML models are trained on datasets that 
lack diversity, leading to poor generalization across different de
mographic groups [32]. For example, if an AI model is primarily trained 
on data from male or high-income patients, it may fail to provide ac
curate diagnoses and treatment recommendations for female or 
lower-income populations, resulting in healthcare disparities and mis
diagnoses. To mitigate sampling bias, datasets should be representative 
of diverse patient populations, and bias detection frameworks should be 
implemented to ensure fair and equitable AI-driven healthcare 
outcomes.

Algorithmic bias occurs when ML models unintentionally bias out
puts and are often designed to prioritize cost savings over the patient in 
mind, resulting in the potential for reduced quality of care for vulnerable 
populations [33]. For example, certain healthcare reimbursement 
models driven by artificial intelligence might suggest less-costly pro
cedures that lack quality for patients with complex or chronic condi
tions, which might exacerbate health inequalities for further impact 
lower-income and marginalized populations. This can be achieved by 
incorporating fairness constraints in model design, performing bias au
dits, and regularly monitoring AI models to curb algorithmic bias in 
healthcare.

Consequences of Bias in AI-Driven Healthcare
Some critical consequences of biased machine learning models in 

health care are delayed or incorrect diagnoses for underrepresented 
populations, inequities in the distribution of health care resources such 
as hospital admissions and insurance approvals, and a loss of patient 
trust in medical decision-making enabled by artificial intelligence.

Mitigating Bias in Healthcare AI
Ensuring heterogeneous data collection by demographic character

istics such as gender, race, and socioeconomic status; conducting bias 
auditing and testing for model fairness using tools such as Shapley ad
ditive explanations (SHAP) and local interpretable model-agnostic ex
planations (LIME) to detect biased output [34]; and establishing 
regulatory oversight through bias-reduction policies, algorithm audits, 
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and fairness checks before clinical deployment are necessary measures 
for minimizing bias in machine learning–based health care pipelines.

Transparency & explainability in ML healthcare decisions
A variety of ML models, most notably Deep Learning (DL) algo

rithms, operate as black boxes, which makes it hard for clinicians to 
interpret their decision-making processes [35], and thus decreases trust, 
proof, and explanation of AI-assisted medical recommendations [36].

Numerous Machine Learning (ML) methods, specifically Deep 
Learning (DL) algorithms, can be described as “black box” models whose 
underlying decision-making processes are opaque to clinicians [35], and 
this negatively impacts trust, validation, and justification of AI-assis
ted health recommendations [36].

Due to the black-box nature of deep learning, it is hard to check the 
basis of a diagnostic or therapeutic proposal, as most ML systems yield 
predictions without justification [37]. As organizations like the FDA, 
GDPR, and HIPAA demand interpretability in AI models in healthcare to 
ensure accountability and patient safety [38] the absence of this trans
parency will invariably lead to problems with regulatory compliance. 
Moreover, an obstacle to the clinical adoption of AI-based tools is that 
doctors or medical staff are usually reluctant to use these types of tools 
unless an explanation can be furnished about how the tools arrive at 
conclusions, causing erosion of trust and limiting real-world imple
mentation ability [10].

To improve ML explainability—employ interpretable model design 
approaches (e.g., Decision Trees), SHAP, and Attention Mechanisms to 
build correct-by-design explainable machine learning models operating 
on transparent principles; and/or to invoke explainable AI (XAI) 
frameworks [19] (e.g., LIME, SHAP, and Grad-CAM) to enhance overall 
ML interpretability; and/or impose strict regulatory standards of trans
parency, where developers of AI systems would be required to include 
clear decision rationales, especially for medical use cases.

Accountability & liability in AI-driven medical errors
Who is Responsible When AI Makes a Mistake?
When systems that use machine learning (ML) make wrong di

agnoses or treatment decisions, the legal assignment of responsibility 
becomes especially challenging, generating questions about whether 
Doctors should be held responsible for making an error if they had relied 
on AI, whether AI developers—including ML engineers and data scien
tists—should be held responsible for generating biased or erroneous 
predictions, and whether hospitals and other healthcare institutions 
should assume legal liability for AI-related diagnoses [39].

Challenges in AI Accountability
In such a system, it becomes challenging to determine who is liable 

when AI systems make decisions; this is because AI models are proba
bilistic and cannot be directly correlated with concrete laws [9]. 
Moreover, trust and ethical issues go beyond transparency, as patients 
who are harmed by errors made by an AI may find it more challenging to 
hold AI manufacturers accountable, depending on how unclear 
accountability policies affect their ability to seek legal recourse [12]. 
Moreover, significant regulatory gaps remain, as governments and 
healthcare authorities (such as the FDA, EMA, and WHO) are in the 
process of establishing legal frameworks for AI accountability. This 
ongoing development creates uncertainty regarding medical liability 
associated with AI technologies [40].

Potential Solutions for AI Accountability
To achieve AI accountability in healthcare, clear AI liability laws 

should define the responsibility for AI-driven medical errors; Human-in- 
the-Loop (HITL) AI models should be mandated–this would force phy
sicians to review an AI’s suggestion/diagnosis; algorithm transparency 
and explainability should be enforced–ensuring AI models offer strong 
rationales for their decisions, supporting legal accountability.

Regulatory frameworks for AI in healthcare

Overview of Major Regulations Governing AI-Driven Healthcare
Artificial Intelligence (AI) and Machine Learning (ML) usage in 

healthcare is on the rise, and so are the laws and regulations sur
rounding them. Multiple large regulatory bodies have issued guidelines 
normalizing the practices of AI-enabled medical applications.) Here’s a 
rundown of the most significant rules regulating AI in health care.

General data protection regulation (GDPR) – European Union (EU)
The General Data Protection Regulation (GDPR) is a significant data 

privacy regulation introduced by the European Union (EU) in 2018. This 
law sets forth stringent rules regarding how data is collected, processed, 
and secured, especially concerning healthcare information utilized in 
artificial intelligence models [41].

Any AI system processing healthcare data should be compliant with 
GDPR guidelines where patient consent should ideally be obtained for 
the data processing or another legal reason to use the data should be 
followed – Article 6, GDPR. Patients also have the right to explanation, 
which entails understanding the rationale behind AI-driven clinical 
decisions, necessitating a direct application of Explainable AI (XAI) 
principles [42]. Furthermore, AI models should adhere to data mini
mization and storage restrictions, gathering only the student data that is 
required and ensuring that the data must be securely deleted after it has 
served its purpose (Article 5, GDPR). Also, healthcare organizations 
must notify of a data breach within 72 hours to keep from obtaining a 
fine, to ensure patient privacy (Article 33, GDPR).

AI elements of predictive analytics and diagnostics should conform 
to GDPR guidelines of transparency and accountability — patient in
formation is securely managed and ethically processed. Developers 
must build privacy-by-design AI models to prevent breaches of misuse 
of data or access to proprietary information. Failure to comply with 
GDPR may result in significant financial penalties, including fines of up 
to €20 million or 4% of total worldwide annual revenue. Example Case: 
Google’s DeepMind Health AI faced GDPR scrutiny after processing UK 
patient records without proper consent, raising concerns about data 
privacy and ethical AI deployment [43].

Health insurance Portability and Accountability Act (HIPAA) – USA
The Health Insurance Portability and Accountability Act (HIPAA) is a 

key U.S. legislation that governs the security and privacy of electronic 
health information (ePHI). Introduced in 1996, this law is relevant to 
various entities, including hospitals, insurance providers, and AI appli
cations in healthcare In addition, the use of AI in healthcare requires 
adherence to stringent privacy and security regulations regarding elec
tronic protected health information (ePHI) to ward off expensive vio
lations and legal suits. The Privacy Rule requires AI systems to protect 
patient health information and limit access to medical records (45 CFR 
Part 160). AI models that handle ePHI must encrypt data, implement 
authentication, and conduct regular risk assessments to prevent unau
thorized access, per the Security Rule [44].

I applications in healthcare must comply with strict privacy and se
curity regulations to protect electronic protected health information 
(ePHI). The Privacy Rule mandates that AI systems safeguard patient 
health data and ensure restricted access to medical records (45 CFR Part 
160). The Security Rule requires AI models handling ePHI to implement 
encryption, authentication, and regular risk assessments to prevent 
unauthorized access [44]. Moreover, AI-powered healthcare platforms 
must also comply with the Breach Notification Rule, which necessitates 
reporting data breaches within 60 days to relevant individuals and au
thorities, promoting transparency and compliance [45].

Telemedicine powered by AI, wearable devices, and diagnostic 
models all have to ensure strict HIPAA compliance to protect electronic 
protected health information (ePHI). AI models cannot retain patient 
data or use it without taking HIPAA-compliant encryption, access 
controls, and risk assessment measures. Offenses may incur fines as high 
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as $1.5 million per offense, presenting outsized legal and financial 
threats to healthcare providers. Example Case: IBM’s Watson Health AI 
had to revise its data-sharing protocols after facing HIPAA-related 
concerns over the security and handling of patient data (Mittelstadt, 
2019).

FDA & EMA guidelines on AI/ML in medical devices
AI-based medical devices and diagnostic systems are regulated by 

the U.S. Food and Drug Administration (FDA) and the European Medi
cines Agency (EMA). These agencies’ mandates center on providing 
caution, effectiveness, and dependability for AI-enabled health 
advances.

The AI/ML–based Software as a Medical Device (SaMD) points out 
that all AI-based medical software must undergo the FDA clearance 
process to prove its clinical precision and safety before being deployed 
for end-user use [46]. Moreover, the essential observation of real-world 
performance to ensure that AI models learn and enhance their perfor
mance without creating new risks or unintended biases is also necessary 
[47]. In addition, algorithmic transparency requires AI-mediated diag
nostic models to be explainable and interpretable, and to generate rec
ommendations that clinicians can understand and trust [37].

AI-based medical tools must receive CE certification for them to be 
marketed and used in the EU under the regulation of the Medical Device 
Regulation (MDR) [48]. Moreover, post-market surveillance is needed to 
ensure that AI models are consistently monitored for safety, accuracy, 
and reliability after being deployed to mitigate any potential risk to 
patients (EMA, 2022).

Tools driven by AI in healthcare, such as those used in radiology, 
pathology, and robotic surgery, need to be strictly approved by the 
regulations. Developers need to ensure that these AI models are not only 
accurate but also do not create unexpected risks as they are used over 
time. For instance, IDx-DR AI software was the first to receive FDA 
approval as an AI diagnostic tool for diabetic retinopathy in 2021 [49].

AI Act (Proposed) – European Union (EU)
AI-powered medical devices will be strictly audited and risk-assessed 

before deployment, which can also be dangerous. all social scoring or 
profiles to discriminate need to be banned, while the AI system must be 
easily explainable and auditable so that transparency can be ensured for 
the approval process (EU AI Act, 2023).

AI clinical decision support systems (CDSS) in healthcare will have to 
undergo stricter regulations before receiving market clearance. Models 
that help diagnose cancer, assist with surgery, and assess mental health 
will be subject to rigorous transparency laws. For instance, 2023 saw 
the EU Commission amend the AI Act to tighten transparency re
quirements for AI-based medical tools [50].

EU AI Act – classification and implementation challenges
The Artificial Intelligence Act of the European Union, enacted in 

2021, sets forth principles for governing AI systems within technological 
innovations, balancing innovation with the protection of human rights. 
These systems are classified as either unacceptable risk, high risk, 
limited risk, or minimal risk, with high-risk systems facing the steepest 
obligations.

Use of AI in clinical decision support systems, diagnosis, or robot- 
assisted surgery is explicitly admitted as a high-risk feature due to its 
ability to profoundly affect a patient’s health and safety. Such systems 
are required to meet set standards of: 

• Human oversight mechanisms
• Sufficient documentation
• Transparency and explainability
• Pre-market validation tests

Nonetheless, challenges with execution are still important. For 
instance: 

• The parameters setting the boundaries of “high-risk” remain under 
development, and stakeholders have noted issues with their scope as 
well as legal definition (EDPB–EDPS, 2021).

• There is uncertainty about the interface of the Act with pre-existing 
legislation, including the GDPR and the Medical Device Regulation 
(MDR), particularly in terms of data protection and algorithmic 
explainability overlap [51].

• The small and medium-sized developers and the less-funded 
healthcare providers may bear the brunt of the burden due to the 
cost and technical challenges associated with compliance [52].

Also, the definitional scope of AI keeps changing due to constant 
amendments to the Act, which places disproportionate emphasis on pre- 
market conformity assessments and lacks sufficient detail on protocols 
for post-hoc evaluation for self-adaptive or self-optimizing algorithms in 
healthcare AI systems. These frameworks need to be far more precise, 
fundamentally guiding principles in other AI domains beyond health
care [50].

To maximize feasibility and adoption, the EU AI Act needs to add 
proportionality in requirements, provisions for regulatory sandboxes, 
and uniform standards aligned with the capabilities of digital health and 
clinical workflows within member states.

From Table 1, it has shown that regions have different AI laws for 
Healthcare, such as the use of data safety regulation (GDPR-EU, 
HIPAA—USA) used for compliance towards privacy laws, and China’s AI 
guidelines recommend safety and confidentiality of AI, the smart strat
egy of action, and meeting with area-specific privacy law regulations. 
Moreover, the burgeoning concern for AI model parameters/code 
explainability is driving demand for adhering to "explainable AI" as 
mandated by data regulations such as GDPR and EU AI Act for the need 
for audibility and transparency, and for performance and safety stan
dards in FDA and EMA regulations in the use of AI-based medical devices 
and drug discovery models.

A risk-based classification method for AI is emerging, with the EU AI 
Act classifying AI as low-risk, high-risk, or banned applications, which 
could lead to stricter approval pathways for clinical decision support 
tools. Global AI regulation is still not harmonized, as the USA, EU, China, 
and UK have different regulatory frameworks, which pose a significant 
challenge for many multinational AI healthcare companies looking to 
navigate compliance requirements before the worldwide deployment of 
AI solutions.

Case studies of ethical & regulatory challenges in healthcare AI

Several cases have shown to be quite a complicated legal issue. 
Similarly, a few ML-based medical and healthcare advances are strug
gling against standards of legal obligations or ethical facets of profes
sional practice, which are most notably involved with data privacy, 
biased decision-making, regulatory noncompliance, and patient safety. 
Table 2 provides an in-depth overview of significant cases in which ML- 
based healthcare tools were under the spotlight.

Current case studies mostly focus on regulatory violations in Western 
environments, although they underrepresent difficulties in non-Western 
ones. Examples of distinct governance initiatives in the Global South 
include South Africa’s Draft AI Policy, Brazil’s LGPD, and India’s 
NDHM. These demonstrate the necessity of localized capacity building 
and context-specific tactics to guarantee AI’s ethical adoption in various 
regulatory contexts.

The analysis from Table 2 demonstrated that AI developers face 
significant legal risks when using patient data. The DeepMind-NHS (UK) 
case highlights the severe consequences of non-compliance with GDPR 
and health privacy laws. Prioritizing legal compliance is crucial before 
deploying AI models that handle sensitive patient information. A 
prominent example of algorithmic bias is the COMPAS Bias Case (USA) 
and the failure of IBM Watson Oncology, where biased training data 
and an imbalance in the weightage of healthcare decisions in AI lead to 
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unfair medical outcomes. Training datasets must be diverse to avert bias 
in AI-based diagnoses and therapies. The experience with Zebra Med
ical Vision (2020) and the Epic Sepsis Model (2021) illustrates the need 
for clinical validation of AI before it is deployed and the danger of 
widespread generalization of AI if that validation process does not occur. 
Regulators now demand much more real-world testing before they grant 
medical A.I. approvals. The new use of AI/ML in telemedicine and di
agnostics is a high-risk area, as demonstrated by the Babylon Health AI 
chatbot (2021) and Theranos (2015-2018) cases, where improper 
regulation of AI in diagnostics misled patients. New global guidelines 
now focus on explainability, oversight by regulators, and human-in-the- 
loop (HITL) AI models to help ensure safety and accuracy.

Expanding the geographic scope of ethical AI governance

The review primarily draws from regulatory frameworks in Western 
contexts, such as the EU’s GDPR and the U.S. FDA’s AI/ML regulations; 
however, its focus underrepresents valuable efforts emerging from other 
global regions. To address this, key developments from the Global South 
are discussed below: 

• Brazil’s Lei Geral de Proteção de Dados (LGPD) is similar to the 
GDPR, but because of differences in institutional capability, partic
ularly among small and medium-sized businesses, it poses significant 
enforcement issues [53].

• The National Digital Health Mission (NDHM) of India presents a 
federated architecture designed to facilitate the exchange of health 
data while protecting privacy. Nonetheless, issues with strong con
sent management and interoperability across state borders still exist 
[54,55].

• South Africa’s Draft AI Policy Framework (2021) places a strong 
emphasis on socioeconomic growth and ethical risk mitigation. The 
South African Department of Communications and Digital Technol
ogies [56] notes that it is still aspirational and subject to financial 
and infrastructure constraints.

These demonstrate how institutional preparedness, sociopolitical 
backdrop, and inequalities in digital infrastructure all have a significant 
influence on the ethical use of AI in the Global South, making it more 
than just a regulatory matter.

Lessons learned and implications for future machine learning (ML) 
implementations in healthcare

The challenges faced by machine learning applications in healthcare, 
particularly regarding legal and ethical considerations, have offered 
valuable insights that can inform the future of AI in healthcare. These 
insights highlight the importance of being transparent, accountable, and 
compliant with regulations, all while prioritizing patient safety. A 
thorough analysis of these key takeaways, along with their potential 
impact on future machine learning deployments, can be found in 
Table 4.

Implications for future ML implementations in healthcare

Ethical design and bias elimination of AI is of paramount concern, as 
AI models must be constructed from heterogeneous datasets to avoid 
health inequity bias. Further, bias detection algorithms will be inte
grated into the AI training pipeline such that biased patterns are 
detected and corrected before public availability by perceived concept 
width.

To guarantee the safe and effective use of AI technologies, it is vital 
to enhance governance and regulatory practices. This involves imple
menting more rigorous standards for AI approvals set by governments 
and regulatory bodies. Key measures could include mandating clinical 
trials for AI-based diagnostic tools, establishing ongoing monitoring to 
assess their performance in real-world settings, and ensuring compliance 
with existing data protection regulations such as GDPR and HIPAA, as 
well as staying aligned with new legislation like the EU AI Act Table 10 
Table 9 Table 5 Table 7 Table 11 Table8

Explainable artificial intelligence (XAl) is required with great ur
gency to promote greater transparency in healthcare, as AI models 
intended for use in medicine must be explainable and interpretable (i.e., 
explain to the physician why a decision is being made). Methods, like 
SHAP (Shapley Additive Explanations) and LIME (Local Interpretable 
Model-Agnostic Explanations), need to be applied to understand how 
the algorithms behave, and to convince the end-user that it is going to 
yield clinical improvement.

AI should enhance the capabilities of healthcare professionals rather 
than replace them, acting as a supportive tool to aid in decision-making 
rather than making decisions independently. It is essential to implement 
Human-in-the-Loop (HITL) AI systems for high-risk scenarios, 

Fig 1. Ethical AI Principles for ML Adoption in Healthcare.
Source: WHO 2021 and European [57].
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guaranteeing that healthcare practitioners retain control over final 
decisions.

To foster public confidence in AI technology, developers need to 

openly communicate what their models can and cannot do, thereby 
preventing any misrepresentation. Additionally, implementing inde
pendent audits of AI systems can help assess their ethical practices and 
safety, guaranteeing that they adhere to the best standards before being 
put into use.

Fig 2. Comparative Analysis of Global AI Healthcare Regulations.
Source: European [57]; FDA [46]; WHO, 2021; ICO, 2021; Ministry of Science and Technology, 2019; GDPR, 2016.

Fig 3. Relative Analysis of Ethical Principles in AI Healthcare.
Source: WHO 2021 and European Commission [58].

Table 1a 
Comparative Contributions of the Review and Prior Surveys.

Feature Existing 
review

Benjamens et al. 
[7]

Char et al. 
[8]

Covers EU AI Act (2023) � � �
Case studies of regulatory 

failure
� (8) � �

Comparative table of AI laws � � �
Legal + Ethical integration � � � (brief)
Recommendations for 

hospitals
� � �

Table 1b 
. Bibliometric Comparison of Review Coverage.

Metric Existing review Prior reviews (range)
Peer-reviewed sources analyzed 67 30–35
Frameworks analyzed (by region) 10+ 4–5
Real-world case studies 8 1–2
Framework + ethics integration Yes Rare
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Proposed recommendations for ethical & regulatory compliance

Clarification of technical and policy approaches

• Tools such as interpretable model design, federated learning for 
privacy-preserving model training, bias audits, and explainable AI 
frameworks (e.g., SHAP, LIME) are examples of technical measures. 
These are created by machine learning researchers and applied at the 
data or model level to enhance efficiency, openness, and equity.

• Legally binding rules and governance structures, such as the GDPR 
(EU), HIPAA (US), the FDA’s AI/ML advice, and the proposed EU AI 
Act, are referred to as policy measures. These are put in place by 

Table 2 
Legal & Ethical Challenges in ML-Based Healthcare Applications.

Case Name & Year ML Application Issue Faced Legal / Ethical Concerns Outcome & Lessons Learned
Google DeepMind & 

NHS Data Privacy 
Scandal (2016)

AI-powered patient monitoring 
system for acute kidney injury 
detection.

Unauthorized data access: NHS shared 
1.6 million patient records with 
DeepMind without explicit consent.

- Violation of UK Data 
Protection Laws (GDPR 
Precursor).  
- Patients were unaware their 
data was used for AI 
development.  
- Lack of transparency in data- 
sharing agreements.

- DeepMind was found in violation of 
UK privacy laws.  
- Led to stricter AI & patient data- 
sharing guidelines under GDPR.  
- NHS revised AI data governance 
frameworks.

IBM Watson for 
Oncology (2018)

AI-based cancer treatment 
recommendation system.

Inaccurate AI predictions: Provided 
unsafe cancer treatment 
recommendations based on hypothetical 
data instead of real patient cases.

- Algorithmic bias led to 
incorrect treatment plans.  
- Lack of transparency on AI 
decision-making.  
- Patient safety concerns 
raised by oncologists.

- IBM Watson’s AI was removed from 
hospitals due to unreliable 
recommendations.  
- Emphasized the need for AI 
transparency & real-world validation 
before deployment.

COMPAS Recidivism 
Algorithm Bias Case 
(2016, USA)

ML tool predicting criminal 
recidivism risk (not healthcare- 
specific but impacted medical AI 
ethics).

Algorithmic racial bias: The AI 
overestimated Black defendants’ risk of 
reoffending.

- Highlighted racial bias in AI 
models.  
- Raised concerns about 
fairness in AI-driven medical 
diagnostics.

- Strengthened calls for bias detection 
frameworks in AI.  
- Encouraged the development of fair 
AI models in healthcare.

Zebra Medical Vision 
AI (2020)

AI for automated radiology 
diagnostics (detecting fractures, 
lung disease, and brain bleeds).

Regulatory non-compliance: The AI 
received FDA rejection due to concerns 
over training data bias and model 
accuracy.

- Insufficient clinical 
validation before market 
approval.  
- Potential misdiagnoses due 
to AI errors.  
- Lack of explainability in AI- 
generated reports.

- Zebra Medical Vision had to retrain 
its AI model and submit additional 
clinical studies for approval.  
- The FDA enforced stricter AI 
approval standards for medical 
imaging.

Babylon Health AI 
Chatbot (2021, UK)

AI-powered telemedicine chatbot 
diagnosing patient symptoms.

Incorrect medical advice: The AI 
misdiagnosed serious conditions, 
downplaying potential heart attacks as 
minor issues.

- Patient safety risks due to AI 
misclassification.  
- Lack of regulatory oversight 
on AI-driven symptom 
checkers.

- UK regulators increased scrutiny on 
AI-based diagnostic tools.  
- Led to new guidelines for AI in 
telemedicine.

Epic Sepsis Prediction 
Model (2021, USA)

AI system predicting sepsis risk in 
hospitalized patients.

High false positive rates: The AI missed 
67% of sepsis cases, leading to delayed 
treatment.

- Accuracy concerns in life- 
threatening conditions.  
- Hospitals relied on flawed AI 
predictions, affecting patient 
safety.

- Hospitals are required to integrate AI 
models with human oversight.  
- The FDA emphasized the need for 
real-world AI validation before 
deployment.

Theranos AI Blood 
Testing Fraud 
(2015-2018, USA)

ML-driven blood testing 
technology promises rapid 
diagnosis with a single drop of 
blood.

Fraudulent AI claims: The ML system 
never worked as advertised, misleading 
investors and patients.

- Ethical violations & investor 
fraud.  
- Lack of AI transparency & 
scientific validation.  
- Potential harm to 
misdiagnosed patients.

- Theranos CEO Elizabeth Holmes was 
convicted of fraud.  
- Highlighted dangers of unverified AI 
medical claims.  
- Stricter AI compliance laws were 
introduced in the USA.

South Africa – Draft AI 
Policy, 2022

AI in public healthcare systems Lack of regulation on AI use in clinical 
settings

Need for ethical standards, 
bias mitigation, and data 
ownership frameworks

Ongoing policy development 
promotes human rights-based AI 
principles and indigenous data 
sovereignty

Brazil – LGPD (Lei 
Geral de Proteção 
de Dados), 2020

ML in health monitoring systems Non-transparent data usage and consent 
mechanisms

Concerns around informed 
consent, data subject rights, 
and usage transparency

Enforced strict data governance; ML 
systems now require robust consent 
and explainability mechanisms

India – NDHM 
(National Digital 
Health Mission), 
2020

AI-based digital health records 
and diagnostics

Risk of misuse of centralized data and 
digital exclusion of rural populations

Issues of data security, 
algorithmic fairness, and 
equitable access

Introduced patient-controlled Health 
IDs and ethical AI guidelines; 
encouraged inclusive, transparent 
development

Zindi / African ML 
Competitions, 
2021–Present

Disease prediction models in 
African contexts

Lack of contextual data affecting model 
performance

Bias from non-local datasets; 
insufficient regional data 
inclusion

Promotes Africa-specific datasets and 
challenges; fosters ethical, context- 
aware AI development

Google Health – 
Diabetic 
Retinopathy in 
India, 2019

AI for diabetic retinopathy 
screening

Failed deployment in rural clinics due to 
inconsistent image quality

Algorithm robustness, 
contextual relevance, tech 
infrastructure gap

Stressed need for local validation and 
infrastructure-compatible design; 
supports human-in-the-loop 
approaches

Table 3 
Legal & Ethical comparison between regions.

Region Policy Strength Implementation Challenge
EU GDPR Strong privacy 

protection
Complex compliance 
burdens

USA FDA AI/ML Sector-specific 
guidance

Slow update cycles

Brazil LGPD Data subject rights Low institutSional capacity
India NDHM Federated data 

architecture
Consent & interoperability 
issues

South 
Africa

Draft AI 
Policy

Inclusive development 
goals

Early-stage and 
underfunded
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national or international regulatory organizations to specify duties 
related to data use, accountability, security, and equity.

Therefore, for both developers and legislators, it is essential to 
comprehend this distinction in order to bridge the gap between system 
design and legal compliance.

To promote responsible and safe use of machine learning (ML) in 

healthcare, AI systems need to follow clear ethical guidelines, regulatory 
requirements, and established policies. Here are some recommendations 
to boost adherence, enhance patient safety, and shape future AI policy in 
medical settings.

The values displayed in Fig. 3 are expert-derived estimates based on 
a thematic synthesis of 67 peer-reviewed studies and policy documents 
(e.g, GDPR, HIPAA, WHO 2021, FDA AI/ML 2021, EU AI Act). 

Table 4 
Lessons Learned from Past ML Failures in Healthcare.

Key Lesson Description Examples from Past Cases Implications for Future ML Implementations
1. AI Must Comply with Data 

Privacy Laws (GDPR, HIPAA)
ML models must handle patient data 
securely and obtain explicit consent 
before use.

- DeepMind-NHS (2016): Used 1.6 million patient 
records without consent, violating UK privacy 
laws.

- Future ML models must integrate privacy-by- 
design features.  
- AI developers should follow GDPR/HIPAA 
compliance standards.

2. Bias in AI Can Lead to 
Discriminatory Healthcare 
Decisions

Biased training data can cause 
unequal treatment of different 
patient groups.

- IBM Watson (2018): Provided unsafe cancer 
treatment plans due to biased training data.  
- COMPAS (2016): AI disproportionately 
predicted higher recidivism risk for Black 
individuals, highlighting racial bias.

- AI must be trained on varied, illustrative datasets.  
- Bias audits should be conducted regularly before 
deployment.

3. AI Requires Human Oversight 
in Critical Healthcare 
Applications

ML models should work as decision- 
support tools, not replacements for 
clinicians.

- Epic Sepsis Model (2021): Missed 67% of sepsis 
cases, leading to treatment delays.

- AI should be implemented with Human-in-the- 
Loop (HITL) systems to ensure final decisions are 
validated by medical experts.

4. Regulatory Approval is 
Essential Before Deploying AI 
in Healthcare

AI models must undergo rigorous 
clinical validation to ensure 
accuracy.

- Zebra Medical Vision AI (2020): Received FDA 
rejection due to unreliable predictions.

- Future AI models should undergo pre-market 
testing, post-market surveillance, and 
explainability assessments.

5. AI Transparency & 
Explainability Are Key to 
Trust and Adoption

Black-box AI models can lead to 
misdiagnoses and lack of 
accountability.

- Babylon Health AI Chatbot (2021): Misdiagnosed 
serious health conditions due to opaque decision- 
making.

- Future AI models must use Explainable AI (XAI) 
frameworks like SHAP, LIME, and Grad-CAM.

6. AI Developers Must Be Held 
Accountable for Misuse or 
Fraud

Companies must ensure ethical AI 
claims and avoid deceptive 
practices.

- Theranos AI Scandal (2015-2018): Fraudulent 
claims misled investors and patients, leading to 
CEO conviction.

- Stricter AI liability laws must be established to 
hold developers accountable for errors.

Table 5 
Ethical AI Principles for Responsible ML Adoption in Healthcare.

Ethical Principle Description & Importance Implementation Strategies
Fairness & Bias 

Mitigation
AI models must provide 
equitable healthcare 
outcomes without 
discrimination based on 
race, gender, 
socioeconomic status, or 
location [31].

- Use bias-detection 
algorithms and fairness audits 
before deployment. 
- Train AI models on diverse, 
representative datasets. 
- Apply re-weighting & 
adversarial debiasing 
techniques.

Transparency & 
Explainability 
(XAI)

AI decisions should be 
interpretable, auditable, 
and justifiable by medical 
professionals [35].

- Require Explainable AI (XAI) 
frameworks like SHAP, LIME, 
and Grad-CAM. 
- Mandate "right to 
explanation" laws ensuring 
patients & doctors understand 
AI decisions.

Patient Data 
Privacy & 
Security

AI must protect sensitive 
medical data in compliance 
with GDPR (EU), HIPAA 
(USA), and AI Act (EU) 
[45].

- Enforce data anonymization, 
encryption, and access 
controls. 
- Implement federated 
learning to train models 
without sharing patient data. 
- Require patient consent for 
AI-driven healthcare 
applications.

Accountability & 
Liability

AI-driven errors should 
have clear legal 
accountability, determining 
whether liability falls on 
developers, healthcare 
providers, or institutions 
[9].

- Establish AI liability laws 
ensuring accountability for 
medical errors. 
- Introduce audit trails for AI 
recommendations to track 
decision-making.

Human-in-the- 
Loop (HITL) AI

AI should support, not 
replace, human clinicians 
[12].

- Mandate Human-in-the-Loop 
(HITL) AI for high-risk 
applications (e.g., surgery, 
cancer diagnosis). 
- Require physicians to 
validate AI-driven treatment 
plans before execution.

Table 6 
Strategies for Improving Regulatory Compliance and Patient Safety.

Regulatory Area Challenges Recommended Solutions
AI Risk 

Classification
- Lack of standardized AI 
risk assessment models.

Implement risk-based AI 
classification (EU AI Act):  
Low-risk AI (health monitoring 
apps)   
-High-risk AI (AI-assisted 

surgery, diagnosis)   
-Prohibited AI (social scoring, 

discriminatory profiling).
Pre-Market 

Approval & AI 
Testing

- AI models can enter 
healthcare without 
sufficient clinical 
validation. 
- FDA/EMA regulations 
require AI models to show 
real-world effectiveness 
before approval.

- Establish standardized 
clinical trials for AI, similar to 
drug testing. 
- Require "explainability 
disclosures" during regulatory 
approval. 
- Mandate post-market 
surveillance for AI-driven 
healthcare devices.

Data Privacy & 
Security

- AI models require large- 
scale patient data, raising 
risks of unauthorized access 
& breaches.

- Implement privacy- 
enhancing technologies like 
differential privacy, federated 
learning, and homomorphic 
encryption. 
- Enforce HIPAA/GDPR 
compliance audits for AI-based 
medical software.

Bias Auditing & 
Fairness 
Standards

- Algorithmic bias leads to 
unfair healthcare 
outcomes.

- Require AI developers to 
conduct bias audits & fairness 
impact assessments. 
- Apply algorithmic impact 
assessments for AI-based 
cancer diagnostics, predictive 
analytics, and triage systems.

AI Explainability 
& Transparency

- Many AI systems operate 
as "black-box" models.

- Mandate XAI frameworks 
(SHAP, LIME, Grad-CAM) for 
AI interpretability. 
- Require AI models to provide 
"decision rationale statements" 
for clinicians and patients.
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Importance scores (on a scale of 1 to 10) indicate how much each 
principle is stressed in these sources. The number of strategies reflects 
the variety of implementation techniques addressed for each principle. 
These scores are the result of the interpretive examination of pre- 
existing frameworks and literature rather than a quantitative poll.

It represents a Relative Analysis of Ethical Principles in AI-driv
en Healthcare using a grouped bar chart. The blue bars show the 
importance (on a scale of 1-10) of the ethical principles, and the orange 
bars show the number of implementation strategies per principle 
(Figs. 1, 2).

Patient Data Privacy & Security emerges as the highest priority 
(score = 10) because strict regulations such as the GDPR, HIPAA, and 

the AI Act call for the secure, responsible application of AI. Fairness & 
Bias Mitigation and Human-in-the-Loop AI are also rated very high 
(score = 9), reflecting concerns regarding bias in AI models and the need 
to involve checking the decisions of AI by human beings. Transparency 
& Explainability also have a slightly lower importance score (8), but 
they play a vital role in making AI decisions interpretable and justifi
able. Accountability & Liability are the least important (score 7), which 
means that although it is important, the legal framework related to 
accountability in AI is a work in progress. There are a few imple
mentation strategies by discipline, Fairness & Data Privacy has the most 
(3 together), showing the necessity to reduce bias and enhance data 
security.

Addressing feasibility: Reconciling national interests and balancing 
innovation with regulation

Although international policy alignment (e.g., via WHO, OECD, or 
GPAI) is increasingly advocated, the practical feasibility is questionable 
given mindset and legal traditions, data sovereignty, or national eco
nomic priorities. For instance, the GDPR places a high premium on in
dividual rights and consent, while China’s approach to AI governance 
emphasizes state control and centralization. This philosophical and 
regulatory divergence complicates harmonization [59].

Modular harmonization approach is propose, wherein national in
terests are not fully aligned but a sufficient number of core principles (e. 
g., fairness, transparency, privacy-by-design) are shared by these 
countries and they engage in joint working groups (both public and 
private) to shape enforcement and implementation modalities suited to 
local ways of legal regulation (OECD, 2019). Similar flexibility is already 
facilitated by frameworks like OECD AI Principles or GPAI by their soft 
law nature (i.e., non-binding standards designed to promote conver
gence without compelling absolute uniformity).

A concrete solution would be the development of “mutual recogni
tion agreements” (MRAs) between jurisdictions, the way most interna
tional trade works, to acknowledge one another’s regulatory 
certifications to enable data sharing, decreasing excess and duplication 
while maintaining ethical oversight [59]. In balancing innovation with 
regulation, feasible strategies include: 

• Regulatory sandboxes, which allow AI developers to test products 
under regulatory supervision without full compliance burdens [59].

• Tiered regulation, where lower-risk AI tools (e.g., administrative 
support systems) face lighter oversight, while high-risk tools (e.g., 
diagnostic AI) are rigorously assessed (EDPB–EDPS, 2021).

• Public–private partnerships, where regulatory bodies collaborate 
with industry and academia to co-develop ethical benchmarks and 
compliance toolkits (OECD, 2019).

Such mechanisms not only lower the entry barriers for innovators but 
also enhance trust, global cooperation, and ethical AI adoption at scale 
(Tables 1a, 1b, 3, 5, 6, 7, 8, 9).

Discussions

The rise of AI and machine learning in healthcare offers great po
tential for improving patient care through faster diagnoses and better 
treatment plans. But to use these technologies wisely, we need to care
fully consider the ethical implications, follow the rules, and overcome 
technical hurdles.

The key findings of the literature review showcase ethical challenges 
in AI-centric healthcare, including bias and fairness, where unbalanced 
datasets can produce biased healthcare decisions [31]; transparency and 
explainability, where the black-box nature of AI decreases clinician trust 
in ML-based diagnoses and treatment recommendations [35]; and 
accountability and liability, due to the lack of transparent legal frame
works determining responsibility of AI-centric medical errors [9].

Table 7 
Future Policy Directions to Ensure Ethical AI in Medical Practice.

Policy Initiative Proposed Action Expected Impact
Stronger Global AI 

Governance
- Create international AI 
healthcare standards under 
WHO, EU, and FDA 
collaboration. 
- Establish AI regulatory task 
forces in every country.

- Ensures global 
harmonization of AI safety & 
ethical guidelines. 
- Reduces regulatory 
fragmentation for AI 
adoption in healthcare.

Ethical AI 
Certification

- Introduce an AI Ethics & 
Safety Certification for ML- 
driven healthcare 
applications.

- Hospitals & providers can 
verify AI models meet 
ethical and regulatory 
standards before adoption.

Mandatory AI 
Training for 
Healthcare 
Professionals

- AI in medicine must be 
understood by clinicians 
before use. 
- Introduce AI training 
programs for doctors, 
nurses, and hospital 
administrators.

- Enhances AI literacy among 
medical professionals. 
- Reduces misuse of AI- 
driven diagnostic and 
treatment tools.

Clear AI Liability 
Frameworks

- Define who is responsible 
when AI-based medical 
errors occur (developers, 
hospitals, physicians?).

- Provides legal clarity on AI 
accountability. 
- Prevents misuse of AI by 
avoiding "liability gaps".

Public & Patient 
Engagement in AI 
Ethics

- Require patient inclusion 
in AI development & 
deployment decisions. 
- Establish AI ethics boards 
including patients, ethicists, 
and regulatory officials.

- Increases trust in AI-driven 
healthcare. 
- Ensures AI aligns with 
public values & health 
equity principles.

Table 8 
Mechanisms to enhance feasibility of ethical AI regulation across jurisdictions.

Challenge Proposed Solution Real-World Example
Conflicting national 

frameworks
Modular harmonization + soft 
law principles

OECD AI Principles, 
GPAI

Over-regulation 
stifling innovation

Regulatory sandboxes, tiered 
risk-based oversight

UK ICO sandbox, 
Singapore AI Verify

Duplicate compliance 
costs

Mutual recognition agreements 
(MRAs)

EU–US Data Privacy 
Framework

Source: OECD [60], EDPB–EDPS Joint Opinion [61], and World Economic 
Forum [59].

Table 9 
Institutional Barriers to Ethical AI Compliance and Scalable Solutions.

Barrier Impact Example Solution
Lack of funding No capacity for third-party 

audits or legal teams
Tiered regulatory 
frameworks

Poor technical 
infrastructure

Inability to deploy privacy- 
enhancing technologies

Federated learning, open- 
source tools

Workforce 
limitations

Staff untrained in ethical AI 
implementation

Institutional training, 
government AI toolkits

Fragmented health 
IT systems

Difficulty ensuring 
interoperability and 
traceability

Standardized APIs and 
modular compliance 
protocols

Source: Table is based on synthesized findings from Canedo et al. [53], Sinha 
et al. [54], and Sheller et al. [22].
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The multilateral efforts of the GPT-4 AI international governance 
model with the USA data protection HIPAA, the EU General Data Pro
tection Regulation (GDPR), etc., and the EU AI Act (Vaigh, 2017), are 
greatly challenged by the multilateralism of the AI global diversity. 
Moreover, many AI healthcare tools find it difficult to pass regulatory 
approval as they may not have undergone enough clinical validation, 
including Zebra Medical AI, which was refused clearance by the FDA in 
2020. In addition, many countries do not have specific AI guidelines, 
leaving AI developers with unclear ways to comply.

AI compliance is also severely hampered by healthcare organiza
tions’ financial and technological limitations, especially in low—and 
middle-income nations. By lowering infrastructure and compliance re
quirements, open-source explainability tools (like SHAP and LIME), 
federated learning frameworks, and modular governance models can 
assist in overcoming these constraints [22].

Some solutions to ethical and regulatory compliance challenges in AI 
include implementing bias detection techniques (e.g., bias audits and 
diverse training datasets) to promote AI fairness, mandating trans
parency frameworks (e.g., SHAP, LIME, and Grad-CAM) for explainable 
AI to guarantee that clinicians and patients can understand AI-driven 
decisions, stronger global AI governance through international stan
dards in agreement to build up the governance that can harmonize the 
same regulations, if not identical regulations, and regulatory sandboxes 
to permit safe pre-market investigation of AI systems before being put 
into general use.

Institutional resource constraints as barriers to compliance

One of the under-addressed issues in AI ethics and regulation is that 
healthcare institutions are not created equal in their ability to imple
ment and sustain compliance measures. Most of the prominent AI 
governance frameworks —EU AI Act, GDPR, FDA’s AI/ML guidelines — 
presume a certain layer of organizational capacity, including legal 
counsel, data governance expertise, secure digital infrastructure, and 
recurring monitoring systems. But these assumptions do not apply 
universally across healthcare contexts.

In low- and middle-income countries (LMICs), and under-resourced 
facilities within high-income countries, significant barriers exist to 
implementing privacy-by-design frameworks, explainability tools, or 
audits for bias mitigation. Institutions may lack: 

• AI compliance staff or ethicists (dedicated)
• Data storage and a federated learning framework
• External audit or legal review funding
• Technical staff to implement Interpretable models or carry out 

algorithmic accountability procedures.

As Canedo et al. [53] note in the context of Brazil’s LGPD, small 
organizations frequently entangle with implementation issues not 
because of their resistance but due to a lack of capacity to do so. 
Similarly, Sinha et al. [54] emphasise that, despite having a robust 
ethical vision, the NDHM of India requires state-level digital health 
infrastructure that is still developing.

AI regulatory strategies must therefore be scalable and sensitive to 
context if they are to root out these disparities. Recommendations 
include: 

• Adoption of an open-source explainability tool (e.g., SHAP, LIME) 
that leads to a reduction in cost

• Introduce federated learning to minimize the burden of central 
infrastructure [22]

• Institute tiered models of compliance based on institutional matu
rity, enabling smaller hospitals to implement ethical AI aspects 
progressively.

Rationale and validation design for recommendations

The following policy and technical recommendations are based on: 

• Content Review Systematic of 67 publications, AI regulatory, ethical, 
and technical in health care.

• Analysis of failure patterns corresponding to eight real-world case 
studies (Table 2), illustrating recurring problems, including unin
telligible AI, inappropriate use of patient data, and circumvention of 
regulatory processes.

• Cross Framework Alignment — mapping GDPR, HIPAA, FDA, and 
EU AI Act to each other to find common points of concern (e.g., 
explainability, liability, consent etc.).

Experimental designs to empirically validate the recommendations 
are suggested below: 

• Pilot Compliance Audit: Apply bias audit and XAI standards checklist 
to a clinical AI model in real-world settings (e.g., sepsis detection 
tool) and assess performance pre/post in compliance readiness and 
clinician trust.

• Federated Deployment Simulation: Simulation of the federated 
deployment strategy with data-sharing in a federated lear
ning manner using 3 hospital nodes, and compare the performance, 
privacy breach risk, and legal feasibility regarding the centralized 
training.

• Policy Simulation Workshops. Prepare the AI liability and consent 
templates for interpretation by an ethics board and/or legal team at 
each testing site. the groups should run a regulatory simulation lab., 
whereby groups submit their efforts and user’s manual document for 
hospital ethics boards and/or legal teams.

Conclusion

In summary, although AI holds great promise to revolutionize as
pects of healthcare – from improving the accuracy of diagnosis and the 
efficiency of treatment to optimizing patient outcomes, its widespread 
adoption will necessitate robust governance, ethical safeguards, and 
regulatory oversight to balance the considerable potential benefits 
against risks to patient safety, privacy, and biases. Such harmonization 
enables a unified approach to ensuring ethical development and trans
parent operation of AI systems in healthcare, alongside rigorous clinical 
adoption testing. Some of the key topics will include harmonization of 
regulatory frameworks, addressing AI liability concerns, and ensuring 
fairness of the adaptive model. Incorporating these policy recommen
dations with direction for future research can ensure that AI is adopted 
safely and effectively, producing the rewards of AI while maintaining 
fairness, accountability, and public trust in medical AI applications.
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