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A B S T R A C T

One of the main problems in call centers is the call queue. This can lead to long waiting times for customers, 
increased frustration and call abandonment. The important role that predictive analytics plays in optimizing call 
center operations is increasingly recognized. Advanced models can be trained by training datasets such as the 
number of calls that have occurred throughout history, and by estimating how religious and public holidays have 
affected the weight of hours and the number of calls, and this study provides an analysis of 4 years. Call center 
data from Shatel, an Internet service provider. Predictive deep learning models, specifically the Bidirectional 
Short-Term Memory Model (BLSTM), were used to predict the number of incoming calls, predict the number of 
calls to centers, and prevent call queues with an accuracy of 90.56.

1. Introduction

Today, managing incoming calls in call centers is one of the main 
challenges of the organization. Accurately predicting the number of calls 
can significantly help organizations improve service quality. In the call 
center of a company, various functions and tasks are performed to 
ensure effective communication with customers and provide effective 
services to them. These include dealing with customer questions, solving 
their problems, processing orders, order support, selling new products, 
introducing products, buying advice, technical support, etc. Answering 
customer calls can lead to call queues. In general, call queues occur 
when the number of incoming calls to the call center exceeds the number 
of available agents to answer them. This technology helps call centers 
avoid queues by accurately predicting the number of calls on an hourly 
basis. This prediction reduces waiting time and increases customer 
service. In addition, AI adapts in real time to dynamic factors such as 
queue length, thereby improving operational efficiency and saving 
money. This can lead to better customer satisfaction, more efficient 
operations and ultimately a more effective call center. Choosing the best 
architecture for predictive models, depends on the task and data char
acteristics [1].

A call center is a centralized office or facility where a company 
handles a large volume of telephone calls, primarily for customer ser
vice, support, sales, and other inquiries. Agents in a call center manage 
inbound and outbound calls, providing assistance, resolving issues, 

processing orders, and conducting telemarketing or market research. 
Call centers play a critical role in maintaining effective communication 
between a company and its customers, ensuring customer satisfaction, 
efficient problem resolution, and streamlined operations. These are the 
reasons for the importance of predicting call center calls:

Anticipating and managing the volume of calls helps companies at 
any given time and prevents overtime or shortage of human resources. 
This efficiency reduces operating costs and improves resource utiliza
tion. Lower call volume means shorter wait times and faster service, 
leading to higher customer satisfaction. Customers appreciate timely 
responses and quick solutions to their problems. Optimizing the volume 
of calls, reducing costs with employees, including the use of systems, 
headsets, etc., overtime and infrastructure maintenance. Analyzing 
traffic patterns provides insights into customer behavior, seasonal trends 
and fluctuations in service demand. This data can help with strategic 
decisions to improve service delivery and operational planning [2]. 
Overall, minimizing contact center traffic through accurate forecasting 
and management and timely strategic decisions not only improves 
operational efficiency, but also increases customer satisfaction, reduces 
costs, and provides strategic benefits to the organization. This project 
was implemented at Shatel, an Internet Service Provider (ISP), with 
excellent results. Accurately forecasting the number of calls significantly 
improved the efficiency of Shatel’s call center, reduced customer wait
ing time, and increased overall customer satisfaction. It also made Shatel 
able to consider the experts needed for this number of calls based on the 
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prediction of the number of calls. There are different types of deep 
learning such as LSTM, GRU, BLSTM, CNN, …In this model, a Bidirec
tional short-term memory model (BLSTM) has been used in the AI sys
tem. The BLSTM model is particularly suitable for this application 
because it can process sequential data in forward and backward di
rections and capture dependencies over long periods. This capability is 
critical to accurate call count forecasting, as it allows the model to un
derstand and incorporate historical data patterns, including seasonal 
trends and specific time-based behaviors. By using the advanced fea
tures of the BLSTM model, the AI can make highly accurate predictions 
and ensure that call centers are well prepared for different call volumes 
throughout the year. Reducing call center traffic is the purpose of this 
project.

2. Literature review

Recent developments in deep learning methods impacted various 
fields throughout these years. Call center management is one of the 
fields. A comprehensive review of call center management challenges 
has been reviewed. This section also contains history and applications of 
used methods for this paper. The following subsections provide a 
comprehensive analysis of the literature categorized into four key 
themes: Call Centers, LSTM, BiLSTM, and GRU.

2.1. Call centers

Call centers have such a huge impact in today’s business world. Call 
centers have challenges in several main domains, including forecasting, 
capacity planning, queueing, and personnel scheduling [3]. As [4] says “ 
Accurately modeling and forecasting future call arrival volumes is a 
complicated issue which is critical for making important operational 
decisions, such as staffing and scheduling, in the call center “.

In [5] authors demonstrated enhanced prediction performance 
compared to traditional models like CNN and Transformer by utilizing 
sequence data and improving the MMoE algorithm.

Another approach used a Long Short-Term Memory (LSTM) network 
to predict call traffic characteristics and capture non-linear patterns. 
These predictions are incorporated into a reinforcement learning-based 
model for optimizing agent schedules dynamically, improving efficiency 
and maintaining service quality [2].

A case study proved that applying RNN-based deep learning algo
rithms to automate customer complaint classification, validate the 
suitability of deep learning for call center complaint management [6].

A hierarchical LSTM architecture used for customer satisfaction 
estimation. Lower LSTM used for capturing sequential information 
within customer dialogue turns, while the upper LSTM estimated overall 
satisfaction using aggregated turn-level outputs [7].

The main goal of one of the studies was to predict call volumes over a 
40-day horizon for better workforce management and LSTM models 
were tested for capturing temporal patterns in the data. However sta
tistical models such as SARIMAX performed better in this study [8].

2.2. Long-short term memory networks (LSTM)

Long short-term memory (LSTM) is a type of recurrent neural 
network (RNN) aimed at mitigating the vanishing gradient problem 
(Hochreiter, Sepp [9]). LSTM is an RNN sort in which other nodes in the 
same layer are linked to boost learning with the removal and retrieval of 
relevant knowledge [10]. Fig. 1 has shown a complete architecture of 
the LSTM network.

In [11] LSTM was used to handle long-term dependencies in the 
traffic data combined with the TCN for extracting short-term features.

In a study authors propose an objective framework based on speech 
signal processing to classify agent’s productivity levels. The LSTM 
network combined with attention layers was used to capture the 
sequential nature of speech signals [12].

In several studies LSTM’s ability to capture long term dependencies 
have been used in multiple domains such as predicting Traffic Speed 
[13] and stock market’s price [14].

Analyzing time-series is another field that LSTM have shown prom
ising results. Analyzing Missing and spatial data also have been studied 
and LSTM outperformed other algorithms [15].

2.3. Bidirectional LSTM (BLSTM)

Bidirectional LSTM (BLSTM) is a recurrent neural network used 
primarily on natural language processing. Unlike standard LSTM, the 
input flows in both directions, and it’s capable of utilizing information 
from both sides. It’s also a powerful tool for modeling the sequential 
dependencies between words and phrases in both directions of the 
sequence [16]. In Fig. 2 the full architecture of BLSTM has been shown.

Both forward and backward directions will be used for analyzing 
data in BLSTM networks. In [17] study, The BLSTM component 
enhanced prediction by analyzing data in both forward and backward 
directions, and achieved an average accuracy of 97.68 %.

A study compared a Uni-LSTM with BLSTM to create a model to 
predict short-term traffic and the BLSTM, which processed input data in 
both forward and backward directions, outperformed the Uni-LSTM for 
that matter [18].

Combination of CNN for extracting high-level features from input 
wind speed time series data and BLSTM for BLSTM processing these 
features bidirectionally as hybrid model, created a reliable model to 
predict wind speed with high accuracy [19].

BLSTM combined with Support Vector Machine (SVM) also had been 
used in language models for sentimental analysis. BLSTM network 
captured sequential dependencies and context in Arabic text. This 
sentimental analysis helped identify customer sentiments to assess 
customer satisfaction and improve services [20].

Fig. 1. Long-short term memory networks.

Fig. 2. Architecture from BLSTM model.
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2.4. The gated recurrent unit (GRU)

Gated Recurrent Neural Network (RNN) have shown successful re
sults in several applications including sequential data, natural language 
processing, machine translation, speech recognition [21], financial 
sequence predictions [22], Machine health monitoring [23], etc. In 
Fig. 3 complete architecture of GRU model has been shown.

A study compared traditional models like ARIMA and LSTM with 
GRU-based approaches for predicting traffic flow. GRU-based methods 
showed superior accuracy and lower computational requirements [24].

Variants of GRU models, such as regression GRU and stacked GRU 
have been studied and compared in a paper to create a prediction system 
for electricity generation’s planning and operation, are applied to 
improve prediction accuracy. The multi-GRU model outperformed 
conventional approaches like RNN and LSTM [25].

Low computational advantage with faster training of GRU-based 
models had been used in a study for stock prediction. GRU-based 
model demonstrated its advantages, while LSTM excels in capturing 
long-term dependencies creating optimized hybrid model [26].

Applying hybrid GRU-LSTM models were also been used in other 
studies such as [13] to predict traffic speeds using data from multiple 
heterogeneous sources. As mentioned before, LSTM captured long-term 
temporal dependencies, while GRU handled short-term patterns, leading 
to improved performance. Proposed model demonstrated high accuracy 
in predicting urban traffic speed.

3. Previous research

Much literature has been developed in the forecasting of call arrivals.
According to [6] For service providers, a call center is a communi

cation bridge between customers and providers that can handle any 
inquiries and requests.

(Ibrahim, R et al. [27]) said one important source of this uncertainty 
is the call arrival rate, which is typically time-varying, stochastic, 
dependent across time periods and call types, and often affected by 
external events. the specifics of the forecasting procedure need to be 
determined carefully, including the forecasting horizon (for time in
tervals, for a day, or for multiple days), and whether to combine arrivals 
from separate queues.

Also according to (Chacón, H et al. [28]) For any call center facility, 
the number of call arrivals represents a key component between 
customer satisfaction and budget constraints. Hence, the ability to 
accurately forecast the number of calls for a particular period of time is 
an effective measure in planning customer service and reducing any 
resource waste. This research presents a comparison between traditional 
time series forecasting methods and machine/deep learning techniques 
to predict the number of call arrivals for short and long term periods.

In (Kumwilaisak, W, et al. [2]) said Without effective staff allocation, 
improper workforce management can degrade service quality and 

reduce customer satisfaction. So they decided to create a deep neural 
network method to learn and predict call center traffic characteristics. 
The deep neural network consists of a Long-Short Term Memory (LSTM) 
network and a Deep Neural Network (DNN) capturing non-linear call 
traffic behaviors. The call center traffic prediction utilized a deep neural 
network containing the LSTM and the fully connected networks to 
predict call center traffic parameters.

In (Mohammed, R. A., & Pang, P [29]) said A call center operates 
with customers calls directed to agents for service based on online call 
traffic prediction. This paper proposes an agent call prediction method 
that uses agent skill information as prior knowledge for call prediction. 
This research shows that the use of deep neural networks and hybrid 
models can be very effective in predicting call traffic, customer anger, 
and telecommunications network traffic. These predictions help 
improve service quality, customer satisfaction, and resource efficiency. 
In the research we conducted, we will predict the number of incoming 
calls for better call center management based on the factors affecting the 
call.

Also in this paper, (Bugarčić, P et al. [30]) presented a solution using 
machine learning that predicts the number of calls entering the call 
center per hour using supervised machine learning. For the prediction, 
they used the WEKA machine learning software tool and the prediction 
results are verified using several methods, which show very good results.

4. Predicting number of call’s

In call centers, one of the most critical aspects is preventing the 
formation of long call queues. When no queues exist, customer satis
faction significantly increases because callers can quickly connect to 
agents and resolve their issues. On the other hand, when queues form, 
customers waiting on hold for extended periods may become frustrated, 
leading to dissatisfaction. To address this, we developed a predictive 
model capable of forecasting the number of calls based on various 
influencing factors.

Factors Influencing Call Queue Congestion
Several factors affect the number of calls a call center receives, which 

in turn affects the likelihood of a call queue forming. We will explore 
these factors below.

Holidays: During public or festive holidays, call volumes tend to 
decrease as people are often traveling or engaged in other activities.

Off-peak hours: During late-night hours or non-business hours, the 
number of calls naturally drops.

To improve the prediction process, we collected all relevant factors 
influencing call queues and incorporated them into the model as fea
tures. Each feature was assigned an appropriate weight to ensure the 
model could effectively learn their importance.

4.1. Model selection and approach

Given that our data is time-dependent and sequential, classification 
models were deemed the best fit for this task. Among them, LSTM (Long 
Short-Term Memory) networks were selected as the optimal choice due 
to their ability to handle sequential data and remember temporal 
dependencies.

Our LSTM model was trained on historical call volume data cate
gorized by date and hour over several years. The model also accounts for 
nuances in the Iranian calendar, such as leap years, as well as official and 
unofficial holidays, including religious events, public holidays, and 
more. The model automatically preprocesses the data based on the input 
year, labels holidays, and prepares the dataset for prediction.

Once the data is prepared, the model predicts call volumes for each 
hour and date, enabling proactive planning.

4.2. Feature selection and performance improvement

Feature selection played a vital role in enhancing the accuracy of our Fig. 3. Architecture of GRU model.
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predictions. By identifying the most relevant features and eliminating 
irrelevant ones, the model’s precision improved. When we compared the 
model’s accuracy with and without feature selection, the version with 
feature selection performed significantly better.

4.3. Predicting required staffing levels

In addition to predicting call volumes, our model also determines the 
optimal number of agents required to handle customer inquiries without 
causing delays. This calculation takes into account: 

1. The predicted number of calls.
2. The likelihood of agents temporarily stepping away from their desks 

for short breaks.

Using historical data on agent availability during shifts, the model 
estimates the minimum number of agents required for each hour. To 
further improve accuracy, we added calculations to predict how many 
agents might step away from the queue during specific times.

As a result, the model provides highly accurate staffing recommen
dations for each shift. Managers can use this information to optimize 
resource allocation and ensure smooth operations during peak and non- 
peak hours. Additionally, this capability supports HR departments in 
workforce planning and recruitment by offering precise estimates of 
staffing needs.

5. Results and impact

We validated the LSTM model’s predictions against real-world data, 
and the differences were minimal. For staffing predictions, we con
ducted trial runs using the model’s recommendations. During these test 
shifts, no call queues were formed, demonstrating the effectiveness of 
the predicted staffing levels.

Benefits for Call Centers
Implementing this model in call centers offers several advantages, 

including:
Enhanced customer satisfaction: Reduced wait times and quicker 

issue resolution lead to happier customers.
Optimized workforce allocation: The model ensures sufficient 

agents are available without overstaffing.
Cost savings: By efficiently allocating human resources, unnec

essary staffing costs are minimized.
Reduced agent stress: Avoiding overwhelming call volumes pre

vents burnout and ensures a healthier work environment.
In conclusion, this predictive model serves as a robust tool for call 

centers, streamlining operations, improving customer experience, and 
ensuring efficient use of resources.

The implementation of a predictive LSTM model for call centers 
marks a significant leap in improving operational efficiency and 
customer satisfaction. By accurately forecasting call volumes, our model 
empowers call centers to make informed, proactive decisions that pre
vent call queue congestion. This, in turn, enhances the customer expe
rience, as callers are connected to agents promptly, ensuring faster 
resolution of their issues.

5.1. Key capabilities of the model

Accurate Call Volume Prediction: The model leverages historical 
data and temporal dependencies to forecast call volumes with high 
precision. It accounts for specific characteristics of the Iranian calendar, 
such as leap years, public and unofficial holidays, and religious events, 
ensuring that predictions are tailored to real-world conditions.

Feature Integration and Weight Assignment: By incorporating a 
wide range of influential factors such as holidays, off-peak hours, and 
historical call patterns, the model learns the impact of each feature. 
Assigning appropriate weights to these factors enhances the model’s 

ability to recognize patterns and adapt to varying conditions.
Staffing Optimization: Beyond predicting call volumes, the model 

accurately calculates the number of agents required for each shift. It 
considers the dynamic nature of call centers, including factors like agent 
breaks and temporary unavailability. This capability ensures sufficient 
staffing to handle call volumes efficiently, reducing customer wait times 
and preventing agent burnout.

Real-Time Adaptability: The model dynamically adjusts pre
dictions based on input data for a given year, pre-labeling holidays and 
special events. This adaptability ensures that predictions remain rele
vant, even as conditions change.

Scalability and Applicability: The model is not limited to a single 
context or region. It can be adapted to different calendars, cultural 
events, and operational setups, making it a versatile tool for call centers 
worldwide.

5.2. Methodological contributions and practical novelty

While this research utilizes established deep learning models such as 
LSTM, GRU, and BLSTM, its methodological contributions lie in the 
following novel aspects:

Integration of Iranian Calendar-Based Features: Our model in
corporates culturally specific temporal features such as Nowruz, reli
gious holidays, summer breaks, and leap years. These are encoded 
dynamically and allow the model to learn region-specific patterns that 
are not commonly addressed in previous literature.

Dynamic Year-Adaptive Preprocessing: Unlike static approaches, 
our model can adaptively generate holiday features for any target year 
(e.g., 1403) without manual data labeling. This automation adds a novel 
layer to the preprocessing pipeline, making the system scalable and 
usable across different years and calendars.

Real-World Deployment and Validation: This study goes beyond 
theoretical analysis and demonstrates real-world deployment within 
Shatel’s call center. The performance of the model was evaluated in 
operational settings, revealing its ability to eliminate call queues and 
enhance workforce planning.

Predictive Staffing Mechanism: In addition to call forecasting, we 
propose a method to calculate the required number of agents per hour, 
incorporating factors like queue size, AHT, and allowable breaks. This 
integration of prediction with resource optimization adds a practical, 
business-driven value to the model.

6. Methods

6.1. Datasets process

Datasets: Data collection begins with the collection of historical call 
data from the Shatel call center. As we know, call centers receive a lot of 
calls every day. These calls will be stored in a database. To be precise, 
our dataset consists of the same number of incoming calls to the call 
center every hour, for the past 4 years. Below is a sample of these calls 
(due to Shatel’s security policy, these numbers are not real) (Table 1).

Similarly, data will be collected hourly for 4 consecutive years and 
will enter the pre-processing stage.

Data preprocessing: Before training the BLSTM model, the collected 
data undergoes preprocessing steps such as:

Table 1 
Sample of datasets.

DATE HOURS CALLS

3/20/2020 0 50
3/20/2020 1 35
3/20/2020 2 20
3/20/2020 3 10
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6.1.1. Normalization: normalized value, x′, is computed as

xʹ =
x − μ

σ (1) 

where x′ is the original value, μ is the mean, and σ is the standard de
viation of the feature.

This ensures all numerical inputs have zero mean and unit variance 
for better convergence.

6.1.2. Encoding categorical variables
Categorical variables (such as holidays) are converted to a numerical 

representation (binary or mono-hot encoding) that can be handled by 
the model. For binary encoding of holidays (e.g., Nowruz, weekends, 
etc.), assign: 

Encoded Value = {1, if holiday or weekend 0, otherwise 

For mono-hot encoding (if categorical variables have more than two 
states):

A categorical feature F with k states is encoded as a vector of size k, 
where only one element is 1 and others are 0.

6.1.3. Sequence formation
Data is organized into overlapping input-output pairs. For example, 

given a sequence of hourly call volumes[x1, x2, ... xn]: 

Input Sequence : [x1, x2, ... xn]

n: n is a hyperparameter that defines the length of the historical 
window used for prediction. A larger n allows the model to consider 
longer-term dependencies, while a smaller n focuses on more immediate 
trends. The choice of n is determined experimentally based on the 
dataset and model performance.

Output (Prediction Target): xt+1

6.2. Feature extraction

To extract factors for predicting call volume, the model uses statis
tical statistics to determine whether the year is a leap year (using sta
tistical rules), and what religious and administrative holidays have that 
this data set consists of two elements (0 or 1).

These features include:

6.2.1. Hours
The hours are so important because the weight of hours are effective 

in incoming calls, for example in nights the weight of calls are stronger 
the other hours because calls will be increase at nights.

6.2.2. Dates
dates are features too because it is important to know which dates 

have more calls and which day it is.

6.2.3. Nowruz holidays
These holidays are usually associated with a few calls in the morning 

when people communicate with family and friends.

6.2.4. Summer holidays
These can result in reduced working hours throughout the day due to 

longer holiday periods.

6.2.5. Holidays
These can directly impact the amount of time associated with per

formance issues.

6.2.6. Religious holidays
These holidays have a different impact on the amount of time, such 

as reduced morning visits on Eid days. each of these factors affects the 

weight of the watch. For example, a model that considers the Nowruz 
holidays as an important festival is less likely to predict fewer calls in the 
morning compared to the evening and night.by incorporating these 
sources and learning from historical data, the BLSTM model can accu
rately predict future call volume. This approach helps improve customer 
call center operations by anticipating and managing call traffic during 
various holiday periods.

6.2.7. Day off
in these days incoming calls will be less at morning and evening, 

because in day off works are closed and we don’t have calls from com
panies at morning and evening.

6.3. Calculating features

In estimating the attributes, the model includes a variety of factors 
that affect call volume and can be used to predict hourly counts

6.3.1. LSTM cell has three main gates
Forget gate: 

ft = σ
(
Wf . [ht− 1, xt ] + bf

)
(2) 

Input gate: 

it= σ(Wt . [ht− 1, xt ] + bi (3) 

Output gate: 

Ot = σ(Wo. [ht− 1, xt ] + bo) (4) 

Candidate memory cell: 

Ct = tanh(Wc.[ht− 1, xt ] + bc) (5) 

Update memory cell: 

Ct = ft⋅Ct− 1 + it⋅Ct (6) 

Compute hidden state: 

ht = ot .tanh (Ct) (7) 

6.3.2. Extension
BLSTM processes data in both forward and backward directions:

Forward pass is ht
→

and backward pass is h←
t .

Final output at time t: 

ht = ht
→

⊕ h←
t (8) 

(where ⊕ is concatenation). with these computed features, the Bidirec
tional Long Short-Term Memory (BLSTM) model forecasts hourly call 
volumes. BLSTM is a type of recurrent neural network (RNN) that pro
cesses sequences bidirectionally. capturing dependencies in both for
ward and backward directions through time. This capability allows the 
model to learn from historical data patterns and make predictions based 
on the temporal relationships between the extracted features and call 
volumes. By leveraging these features, the BLSTM model enhances the 
accuracy of its predictions, enabling businesses to optimize resource 
allocation and improve customer service during various temporal and 
cultural contexts.

6.4. Training

6.4.1. Loss function
To minimize the prediction error: 

L =
1
n
∑i=1

n

(

yi − y⌣i

)

(9) 
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6.4.2. Algorithm
Gradient-based optimization (e.g., Adam optimizer): 

θt+1 = θt − n.∇θL (10) 

6.5. Model architecture

In the research we described, the BLSTM (Bidirectional Long Short- 
Term Memory) model serves as a crucial component of artificial intel
ligence. Specifically, it is used to predict the number of incoming calls 
for the upcoming year. The main features and functionalities of the 
BLSTM model in this project include:

6.5.1. Data processing
BLSTM is adept at processing sequential data, which is essential for 

analyzing historical call volume patterns over time.
Forward pass:
Processes the sequence from t = 1t = 1t = 1 to TTT, generating a 

hidden state at each time step: 

ht
→

= LSTMforward

(
xt,ht
→

− 1
)

(11) 

Backward pass:
Processes the sequence in reverse, from t = Tt = Tt = T to 111: 

ht
←
= LSTMbackward (xt , ht

←
− 1) (12) 

Final hidden state:
Combines the forward and backward hidden states at each time step: 

ht = ht
→

⊕ ht
← (13) 

6.5.2. Capturing long-term dependencies
it can capture dependencies and trends in call volumes that span 

across longer periods, such as seasonal fluctuations or annual trends.

6.5.3. Processing
unlike traditional LSTM models, BLSTM processes data in both for

ward and backward directions. This bidirectional capability allows it to 
learn from past and future contexts simultaneously, enhancing its un
derstanding of temporal dynamics in call patterns.

6.5.4. Feature extraction
by leveraging its multiple layers and memory cells, BLSTM can 

automatically extract relevant features from historical data, such as time 
of day, day of week, holidays, and special events, which are crucial for 
accurate call volume predictions.

6.5.5. Prediction accuracy
the advanced architecture of BLSTM enables it to provide more ac

curate forecasts compared to simpler models, as it can learn intricate 
patterns and dependencies present in call center data (Figs. 4 and 5).

6.6. Calculation the number of agents

6.6.1. Predicted call volume
The predicted number of calls for hour h on day d is denoted as C d,h.

This value is provided by the BLSTM model.

6.6.2. Average call handling time (AHT)
The standard average call handling time is: 

AHT = 7minutes/call( ≈ 0.1167hours / call) (14) 

6.6.3. Required agents without considering the queue
To calculate the base number of agents required to handle the pre

dicted call volume C d,h. within one hour, we use: 

nbase =
Cd,h. × AHT

1
(15) 

6.6.4. Adjusting for the queue size (Q)
The model adjusts the required number of agents based on the size of 

the queue Q1as follows:
Let klogoff be the number of agents allowed to log off based on queue 

size (Q): 

klogoff = {0 if Q< 10 1 if 10 ≤ Q< 20 2 if 20 ≤ Q<30 (16) 

6.6.5. Adjusted number of agents
The required number of agents is then: 

nrequired = nbase − klogoff (17) 

6.7. Ensuring adequate staffing levels

To ensure agents are available to handle predicted call volumes 
effectively, the number of agents nrequired must meet or exceed a mini
mum threshold based on the target service level (SL): 

nfinal = max
(
nrequired , nmin

)
(18) 

Where nmin is the minimum number of agents needed to meet the 
desired service level (e.g., 80 % of calls answered within 30 s).

This method calculates the required number of agents per hour by 
factoring in the predicted call volumes, the average call handling time, 
and the probabilities of agents logging off based on current queue 

Fig. 4. Inputs and BLSTM architecture.
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conditions. This calculation is then displayed in Excel to ensure that 
sufficient agents are available during each time interval to handle 
incoming calls effectively. The goal is to ensure adequate staffing to 
respond to incoming calls within acceptable service levels (Table 2).

6.8. Train data using bidirectional long short-term memory (BLSTM)

Define the BLSTM architecture: Choose the number of LSTM layers 
(stacked layers can capture complex dependencies).

Set the number of units per layer (a balance between model capacity 
and complexity is needed).

Define activation functions for gates and hidden layers (commonly 
sigmoid or tanH for gates, tanH or ReLU for hidden layers). Split the 
preprocessed data into training, validation, and testing sets.

Train the BLSTM model using an optimizer (e.g., Adam) and a loss 
function (e.g., Mean Squared Error) to minimize the difference between 
predicted and actual call volumes.

During training, the model iterates through sequences:
At each time step (t) within a sequence: The input feature vector 

(containing past call volumes and other features) is denoted as e(t).
The forget gate (f(t)) determines information to retain from the 

previous cell’s memory state (c(t-1)).
The input gate (i(t)) controls the information from e(t) to be incor

porated into the cell’s memory.
The candidate memory cell value (c^(t)) is calculated based on e(t) 

and the previous memory state.
The output gate (o(t)) determines the information from the current 

memory cell (c(t)) to be included in the hidden state (h(t)).
The hidden state (h(t)) at the current time step captures the temporal 

dependencies learned from the sequence so far.
A backward LSTM processes the sequence in reverse, generating 

hidden states (h^-(t)) capturing future context.
The final hidden state for each time step (t) is obtained by concate

nating the forward and backward hidden states: h(t) = [h^(t), h^-(t)]
The final output of the BLSTM for a sequence is a series of hidden 

state vectors, h(1), h(2), …, h(T) (where T is the sequence length).
This output is then used to predict the call volume for the subsequent 

time window.
Monitor the model’s performance on the validation set to prevent 

overfitting [31].

6.9. Prediction

The trained model is used to predict the calls count for the new year 
(e.g., 1403 in the Persian calendar), and the results are stored in an excel 
file.

This prediction was for a year ago and when it was compared with 
the test data, it showed an accuracy of 90.56 %, which was a very good 
prediction accuracy.

6.10. Model evaluation and improvement

At the end of each year, the model’s accuracy is evaluated using the 
actual data from that year (for example, 1403 in the Persian calendar). 
Additionally, the actual data from the year (1403) is added to the 
model’s memory, stored in an Excel file named "All Calls." This process 
ensures that the model is continually updated with current data, 
improving its performance over time by allowing it to adapt to new 
trends and patterns in the data, leading to more accurate predictions in 
subsequent years

7. The results

The current prediction with BLSTM model has achieved an accuracy 
of 90 %. This accuracy was obtained by comparing its predictions of the 
number of calls for the year 1402 with the actual data from that year. 

Fig. 5. step by step diagram of full model architecture.

Table 2 
Sample pf model’s prediction.

Date Hour Predicted calls Queue Required agents

17 Aug 2024 08:00 22 3 10
17 Aug 2024 09:00 30 0 18
17 Aug 2024 10:00 45 2 30
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Considering the principle in artificial intelligence where an accuracy 
above 90 % is considered excellent, and noting that the model also in
curs errors if it deviates by >10 calls in its predictions, it has performed 
precise predictions. With continued training on new data, it is expected 
that the prediction accuracy of this model will improve in future years.

This model earns knowledge by means of the data input and stores it 
in its own implanted memory. After that we can give the model last year 
and it will start predicting for current year and it outputs the chances of 
any year being a leap year and sets the holidays within the dataset equal 
to zeros and ones (the program decides the features on its own).

Then, it calculates the number of incoming calls per hour for that 
year, considering that each agent, on average, spends 7 min per call 
(based on the company’s average call duration).

Taking into account the number of incoming calls and the allowable 
break time for each agent, which is 10 min, as well as the allowance for 
simultaneous breaks for multiple agents (determined by the number of 
incoming calls) for example, if there are 10 incoming calls, only 3 agents 
are allowed to take a break at the same time.

And finally the output will be an excel file with dates, hours, pre
dicted calls, features, Agents.

This approach was useful in the avoidance of call traffic, the satis
faction of the customer, the correct placement of the number of agents 
and optimistic results in human resources.

In the continuation of this prediction, LSTM and GRU models were 
also performed in order to compare the accuracy of these two prediction 
models.

To enhance the practical application of this study, a real-time 
dashboard was developed to visualize and interact with the BLSTM 
model’s predictions. This dashboard provides a user-friendly interface 
for call center managers to monitor and analyze predicted call volumes, 
allowing for dynamic adjustments in workforce allocation and 
scheduling.

The main features of this dashboard include:

7.1. Real-Time prediction display

The dashboard displays predicted call volumes on an hourly and 
daily basis through various charts (e.g., line and bar charts). This visual 
representation helps managers to quickly understand expected call 
trends and prepare resources accordingly.

7.2. Adjustable settings for prediction parameters

Users can interact with the dashboard to modify prediction param
eters, such as considering specific holidays, working hours, or unique 
events that may impact call volumes. These adjustments allow the model 
to incorporate real-time data factors for improved accuracy.

7.3. Alert system for high call volumes

The dashboard includes an alert system that notifies managers when 
predicted call volumes exceed a certain threshold. This feature enables 
the call center to proactively adjust staffing levels to meet increased 
demand and minimize customer wait times.

7.4. Analytical reports and comparison

The dashboard provides daily, weekly, and monthly analytical re
ports, comparing the predicted and actual call volumes. These reports 
help managers assess the model’s accuracy and track call patterns over 
time, aiding in strategic decision-making.

7.5. Data upload and model update

For continuous improvement, the dashboard allows for new data 
uploads, updating the model with recent call history to maintain high 

prediction accuracy. This function supports ongoing model optimization 
as the call center adapts to changing conditions.

7.6. The results of call prediction vs real calls in BLSTM, LSTM & GRU 
models

To further evaluate the significance of our model’s performance, we 
conducted a comparative analysis not only in terms of raw accuracy 
percentage, but also in terms of practical impact in a real-world 
scenario.

While the difference in accuracy between BLSTM (90.56 %), LSTM 
(89.07 %), and GRU (88.33 %) may seem incremental at first glance, this 
translates to a substantial operational benefit in a call center context. For 
instance, considering a call center that handles 10,000 calls per day, a 
1.5 % improvement means approximately 150 additional calls per day 
are correctly predicted, allowing for more efficient staffing and reducing 
missed or delayed calls significantly.

Moreover, we deployed each of the three models (BLSTM, LSTM, and 
GRU) in test simulations using real Shatel call center historical data. The 
simulations tracked actual call queues versus predicted agent 
allocations:

GRU and LSTM-based predictions resulted in 3–5 queue formation 
events per week during high-volume hours, requiring reactive staff 
reallocation.

In contrast, BLSTM-based planning led to zero queue events during 
the same period, showing better alignment between predicted volume 
and staffing needs.

These results emphasize that even a marginal improvement in model 
accuracy can lead to tangible operational enhancements, especially in 
large-scale environments like call centers (Figs. 6-9).

8. Comparing incoming calls before and after prediction

This graph shows the number of incoming calls to the call center over 
a 30-day period (horizontal axis). There are two lines in the graph:

Red graph (Before AI Prediction):
This line shows the number of incoming calls before the AI model 

was used. In this situation, the number of calls is relatively high, 
reaching >120 calls on some days. This high value can lead to conges
tion and reduced service quality.

Green graph (After AI Prediction):
This line shows the number of calls after the AI model predicted 

them. By predicting call patterns and optimizing workforce manage
ment, the AI model has led to a reduction in the number of incoming 
calls. The reduction in calls can be due to proactive measures such as 
automated answering, better queue management, or solving common 
problems before the customer calls (Fig. 10).

9. Conclusion

Based on the results obtained from the GRU, LSTM, and BLSTM 
models, the BLSTM model demonstrated higher accuracy.

Fig. 6. BLSTM model with 90.56 % accuracy.
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The Bidirectional Long Short-Term Memory (BLSTM) model out
performed the other models due to its ability to capture dependencies in 
both forward and backward directions. Unlike standard LSTM, which 

only processes data in one direction, BLSTM processes the input 
sequence from the beginning to the end and from the end to the 
beginning. This bidirectional approach allows the BLSTM model to have 
a more comprehensive understanding of the sequential data, capturing 
more context and relationships within the data.

The improved accuracy of the BLSTM model can be attributed to:
Enhanced Contextual Understanding: By considering both past and 

future contexts, the BLSTM can capture intricate patterns and de
pendencies in the data that might be missed by unidirectional models. 
Better handling of long-term dependencies: BLSTM’s dual-layer pro
cessing makes it more effective at learning long-term dependencies 
compared to GRU and unidirectional LSTM.

Increased Robustness: The ability to analyze data from two di
rections provides a more robust feature extraction, leading to better 
performance on complex tasks.

As a result, the BLSTM model showed superior performance, making 
it more suitable for tasks requiring high accuracy in understanding and 
predicting time series data, such as forecasting incoming calls in our 
scenario.

In this study, the BLSTM model achieved a prediction accuracy of 
90.56 %, outperforming other models such as LSTM and GRU. A similar 
study by Kumwilaisak et al. [2] utilized an LSTM model to forecast call 
volumes in a call center, achieving an accuracy of approximately 89.07. 
Compared to our results, the BLSTM model demonstrated superior 
performance due to its bidirectional processing capability, which allows 
it to capture dependencies in both forward and backward directions, 
enhancing its accuracy in complex, time-dependent data.

In the feature extraction phase, this study incorporated factors such 
as official holidays, religious events, hours, and days of the week. 
Comparison with Kumwilaisak et al. [2] reveals that our inclusion of 
these temporal and cultural features significantly improved prediction 
accuracy. While the study by Kumwilaisak et al. considered similar 
temporal variables, it utilized a unidirectional LSTM model, which limits 
its ability to capture bidirectional dependencies.

Finally, our research successfully improved the operational effi
ciency of Shatel’s call center, enhancing customer satisfaction through 
the use of the BLSTM model. Similar outcomes were observed in the 
study by Kumwilaisak et al. [2], where deep learning was used to 
optimize call center operations. However, the higher accuracy achieved 
by our BLSTM model indicates its effectiveness for managing complex, 
variable data scenarios in real-world applications.

10. Future works

In future research, we aim to enhance the accuracy and performance 

Fig. 7. LSTM model with 89.07 % accuracy.

Fig. 8. GRU model with 88.33 % accuracy.

Fig. 9. Chart of model’s accuracy and error comparison.

Fig. 10. The number of incoming calls of call center over a 30-day period.
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of our predictive model by incorporating more advanced deep learning 
architectures, particularly transformers, which have demonstrated su
perior capabilities in sequential data modeling.

Additionally, we plan to explore different optimization algorithms 
beyond the ones currently used. Optimizers play a crucial role in 
training deep learning models, and experimenting with alternatives may 
lead to better convergence and generalization.

Another important aspect of our future work is the incorporation of 
additional domain-specific features to enrich the input data. While our 
current model already considers key factors such as holidays and sea
sonal trends, we intend to integrate customer behavioral patterns, 
network traffic data, sentiment analysis from support interactions, and 
real-time external factors that may influence call volume. By leveraging 
a more comprehensive feature set, we expect the model to capture 
nuanced variations in call center demand more effectively.

These advancements will contribute to a more accurate, scalable, 
and real-world-applicable forecasting system, ultimately leading to 
better resource allocation and customer experience optimization in call 
centers.
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