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ARTICLE INFO ABSTRACT

Keywords: Many emerging IoT-Edge-Cloud computing systems are not yet implemented or are too confidential to
IoT-Edge-Cloud share the code or even tricky to replicate its execution environment, and hence their benchmarking is very
Benchmark ) challenging. This paper uses autonomous vehicles as a typical scenario to build the first benchmark for IoT-
;\utlm]l)‘;mous vehicles Edge—Cloud systems. We propose a set of distilling rules for replicating autonomous vehicle scenarios to extract
calable

critical tasks with intertwined interactions. The essential system-level and component-level characteristics are
captured while the system complexity is reduced significantly so that users can quickly evaluate and pinpoint
the system and component bottlenecks. Also, we implement a scalable architecture through which users can
assess the systems with different sizes of workloads.

We conduct several experiments to measure the performance. After testing two thousand autonomous
vehicle task requests, we identify the bottleneck modules in autonomous vehicle scenarios and analyze their
hotspot functions. The experiment results show that the lane-keeping task is the slowest execution module,
with a tail latency of 77.49 ms for the 99th percentile latency. We hope this scenario benchmark will be
helpful for Autonomous Vehicles and even IoT-edge-Cloud research. Now the open-source code is available

from the official website https://www.benchcouncil.org/scenariobench/edgeaibench.html.

1. Introduction

As a typical complex real-world application, IoT-Edge—Cloud sys-
tems consist of “a diversity of Al and non-Al modules with huge code
sizes and long and complicated execution paths” [1]. Moreover, many
emerging loT-Edge-Cloud computing systems are yet implemented or
are too confidential to reveal their technical details, not to mention
sharing the source code. For example, a typical loT-Edge-Cloud system
- autonomous vehicles — runs 100 million lines of code in just one
car [2]. Overall, they are too tricky or costly to replicate the code or
even their execution environments; hence, their benchmarking is very
challenging.

Even if we can replicate the application completely, directly using
the application as the benchmark have several pitfalls. Real-world
applications often have many instantiation biases. That is to say, real-
world applications or systems are trapped in limited design and im-
plementation points in a high-dimension space [3]. Previous work [4]
has discussed the root cause of the instantiation bias. A workload
is hierarchically implemented in a modern computer system: a prob-
lem definition, an algorithm, an intermediate representation, an ISA-
specific representation, and a micro-architectural representation. From

top to down, the design and implementation spaces increase explo-
sively. However, for maintaining user experience or saving the software
and hardware ecosystem investment, users adhere to existing products,
tools, platforms, and services, which the previous work called technol-
ogy inertia [3,5]. The technology inertia traps the real-world solution to
a problem into a specific exploration path — a subspace or even a point
at a high-dimension solution space. While profiling has been applied to
various aspects of benchmarking complex real-world applications [1],
the profiling technique helps little in overcoming this limitation.

Gao et al. [1] proposed a scenario benchmarking methodology to
attack the above challenge. They proposed several rules to distill a real-
world application scenario from a high-level requirement specification
into a combination of essential Al and non-Al tasks as a scenario
benchmark. Meanwhile, They identify primary modules in the critical
paths of a real-world scenario from the system implementation level
as they consume the most system resources and are the core focuses
for system design and optimization. However, they fail to consider the
complex IoT-Edge-Cloud scenarios. This paper extends the scenario
benchmarking methodology for IoT-Edge—Cloud systems. For the first
time, Hao et al. [6] propose an end-to-end view in benchmarking IoT-
Edge-Cloud systems, considering all three layers: client-side devices,
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edge computing layer, and cloud servers. But their methodology has
flaws. For example, they fail to consider the problem definition and in-
stantiation bias. Moreover, they only implemented several component
benchmarks in isolation without realistic interactions, which cannot
constitute an end-to-end view. In addition, their workloads are not
scalable.

The autonomous vehicles case is selected by most state-of-the-art
benchmarks as a representative scenario and has the typical features of
IoT-Edge-Clod systems [7-11]. Moreover, autonomous vehicles may
be the most safety-critical scenario because it is crucial to human life.
Therefore, building a unified, reasonable, and general benchmark set
for autonomous vehicles is essential. There are several benchmarks
for autonomous driving, such as KITTI [12], CAVBench [11], and
Chauffeur [13]. However, they lack the scenario view to construct the
benchmark, which will lead to a lack of the performance of the whole
system. Therefore, in this paper, we choose autonomous vehicles as the
case study to create a scalable scenario benchmark for IoT-Edge-Cloud
systems, benefiting users to evaluate and improve their systems and
applications.

The autonomous vehicles scenario is highly complex. Various Al
vision workloads and critical decision tasks are presented in an au-
tonomous car. These numerous tasks generate substantial input data,
and these premises bring uncertainty to system function [14]. The So-
ciety of Automotive Engineers (SAE) classifies the quality of automation
of a system into six levels of autonomous driving systems; the higher
the level, the higher the system’s performance, with L5 representing
full automation [15]. While today’s most advanced autonomous driving
systems rarely reach L4 and L5, industrial companies are more focused
on developing L2 and L3 level technologies, and there are still specific
bottlenecks in the current level [16]. In summary, it is crucial to estab-
lish a unified, reasonable, and general benchmark set for autonomous
driving, which will benefit the research and development of systems
and applications in the field of autonomous vehicles.

In this paper, based on the state-of-the-art benchmarking method-
ology [1,3,4], we select autonomous vehicles as a research case to
establish a scalable scenario-1 benchmark for [oT-Edge-Cloud systems,
which reduces the complexity of the system while maintaining the
typical characteristics and critical execution path. This benchmark
facilitates users in evaluating the system’s performance and improving
the algorithm. Finally, we conduct experiments using this [oT-Edge-
Cloud scenario benchmark to analyze the critical task workloads in
autonomous driving.

We sum up our main contributions as follows:

1. In order to ensure that the system’s features are preserved as
much as possible during the distilling process, we propose six
distilling rules to simplify the scenario based on the characteris-
tics of autonomous vehicles.

2. We propose the first scenario benchmark for the IoT-Edge—Cloud
systems and provide the reference implementation. In addition,
we also implement a scalable framework to support different
sizes of workloads.

3. In the experiment section, we test two thousand autonomous
vehicle tasks the end devices sent and measure the tail latency
of each module. The results show the slowest execution module
is the lane-keeping task and the convolution operations are the
hotspot functions. Therefore, a scenario-based benchmark will
help users find the bottleneck module of a system.

We organize the rest of this paper as follows. Section 2 summa-
rizes the complexity of the autonomous vehicle scenario, the problem
definition and instantiating in benchmark construction, and related
work. Section 3 introduces the construction of scenario-level bench-
marks. Section 4 introduces our scalable edge computing architecture.
Section 5 performs evaluation. Section 6 concludes.

BenchCouncil Transactions on Benchmarks, Standards and Evaluations 2 (2022) 100086

2. Problem definition and solution instantiation

Zhan [3] points out that a benchmark needs three processes: prob-
lem definition, solution instantiation, and measurement. We follow
this guide to build our benchmark. Due to the different IoT, Edge,
Cloud systems, workloads, and performance requirements, defining and
instantiating the problems and their solutions is challenging.

2.1. Problem definition

Initially, this paper focuses on the problem of how to help users
to get better performance from an IoT-Edge-Cloud system. Thus we
extract a few critical workloads and provide a scalable benchmark to
evaluate the systems to meet the performance requirements.

Secondly, we take autonomous vehicles, the most representative
IoT-Edge-Cloud scenario, as the case study in this paper. Like most
IoT-Edge-Cloud scenarios, autonomous vehicles have many complexity
and entanglement among different components of the architecture and
workloads. A comprehensive autonomous vehicle system may include
many processing tasks. The driving automation is taken into six levels
according to the international standard SAE J3016 with reference to
the performance of the dynamic driving task (DDT) on a sustained
basis [15]. Therefore, we take the DDT applications as the primary
concern to instantiate the problem.

Thirdly, we extract the representative workloads and formalize
them with a directed acyclic graph-based (DAG) model. Then we distill
their critical path to build a scenario benchmark by the scenario bench-
marking methodology [1]. We design and provide a workload reference
implementation that reflects the characteristics of real scenarios.

To meet different users’ requirements of the scales, we design and
implement a scalable benchmark based on the scenario benchmark
framework—scalable architecture helps the system allocate resources
and workloads.

2.2. Complexity of autonomous vehicles scenario

Like most IoT-Edge-Cloud scenarios, an autonomous vehicle system
has numerous application-level components. These components carry
out a lot of communication across three layers of IoT-Edge-Cloud
system architectures, making the system more complicated. The dis-
tributed three-layer architecture needs computing resources scaling and
workload allocation of multiple layers. Accordingly, the scalability of
the benchmark is also important to adapt to different sizes of workloads
and meet the performance requirements of different users. However,
unlike other scenarios, an autonomous vehicle system has its own
characteristics. We summarize them below.

1. The system sophistication . The entire autonomous vehicle
system involves a wide range of communications and data in-
teraction. Meanwhile, it is also filled with numerous perception,
planning, decision-making, and other autonomous driving tasks.
The entire system processes massive volumes of data while
running those intricate AI and non-Al algorithms in real time.
Different design strategies provide difficulties for both hardware
and software systems.

2. Varied environmental factors. During the driving process, the
car will encounter various natural weather conditions (e.g., fog
and snow) and complex terrain factors (e.g., mountains and
hills), which will impact sensor data collection and the accuracy
of Al tasks like objection recognition. Additionally, the existing
autonomous driving system may not have an accurate judgment
in extreme weather [17]. Hence, a reliable autonomous vehicle
system must take into account a variety of weather conditions.
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3. Massive amount of input data. Autonomous cars are equipped
with many sensors, GPS positioning modules, and cameras for
data collection, which will generate a large amount of heteroge-
neous input data [18] constantly. Moreover, multiple onboard
cameras will keep collecting information about the surrounding
environment. The system needs to consider how and where this
data is processed, stored, and trained.

4. The high demand for accuracy. Automated driving tasks re-
quire absolutely correct decisions from the autonomous driving
system. However, many tasks in the present Al models cannot
achieve accuracy above 90% [19]. Additionally, there will be
more uncertainties in the autonomous driving environment, such
as sudden braking of the vehicle in front, pedestrians entering
the road, and other unexpected situations. Consequently, safety
can also be achieved during stable driving.

5. Stable network performance. As a typical IoT-Edge—Cloud
system, an autonomous vehicle system requires real-time data
interaction with cloud data centers and edge servers throughout
the entire vehicle network. To support this, a high-bandwidth
and high-performance network environment is required.

6. Limited computing resources. Real-time task processing has
high requirements for computer resources due to the enormous
amount of data. However, the processing capability of in-vehicle
chips is constrained. Therefore, it needs to develop a lightweight
model for these AI tasks to match the in-vehicle computing sys-
tem is a significant issue. Numerous improved Al model pruning
techniques [20,21] are now being presented to overcome the
obstacle and meet the real-time requirement.

7. High energy consumption. Autonomous vehicles are equipped
with numerous sensors and powerful processing chips, which
have high energy consumption. According to studies, the overall
power consumption of cars will rise by 2.8 to 4 percentage points
to enable self-driving capabilities [22]. With the development of
5G technology, the energy demands of network communication
will increase.

As summarized above, real autonomous driving systems are pretty
complicated, making it difficult to fully and accurately model these
characteristics in creating a representative benchmark.

2.3. Related work

In recent years, the field of autonomous vehicles with AI technolo-
gies has started to acquire traction. There is some relevant benchmark-
ing research work for autonomous driving.

KITTI [12] is a vision benchmark suite for autonomous driving.
It proposes stereo and optical vision data collected from the camera
and the laser scanner. However, its purpose is to evaluate the vision
algorithms’ performance, not the whole autonomous driving system.

CAVBench [11] is the first benchmark suite for edge computing
systems. It summarizes four scenarios and implements six Al workloads
for autonomous vehicles. It takes an end-to-end view considering edge
computing architecture. Nevertheless, it lacks a whole scenario-level
view.

Chauffeur [13] is an open-source benchmark for autonomous driv-
ing. It implements end-to-end pipelines considering sensing, planning,
and actuation processes. But it also did not consider the whole pic-
ture of the autonomous vehicle based on end-edge-cloud three-layer
architecture.

In conclusion, the state-of-the-art autonomous vehicle benchmarks
lack the scenario-level view to consider the whole scenario picture.
They concentrate on specific algorithms, AI workloads, or hardware
performance. However, an autonomous vehicle scenario is typical in
IoT-Edge-Cloud systems, which must consider the components and
the whole system’s performance. Therefore, we need to distill the key
module of the system and create a new scenario benchmark to simulate
the real-world system’s performance.
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Fig. 1. Task flow chart of autonomous vehicles.

3. Creating the scenario benchmark

Based on the above challenges and motivations, we present the
methodology and construction process for building an autonomous
vehicle scenario-level benchmark for an intelligent edge computing
system.

3.1. Specifying the autonomous vehicle scenario

An autonomous driving system mainly consists of a three-layer
processing structure of perception, decision planning, and control ex-
ecution module. The perception and control layers can be secured
by configuring multi-layer redundant hardware systems. Thus, in the
current research on autonomous driving systems, we focus mainly
on the core algorithms for decision planning. The main emphasis in
creating scenario benchmarks is likewise on decision planning-related
artificial intelligence task modules.

According to the grading table of the international standard SAE
J3016, it classifies driving automation into six levels with reference
to the automation of dynamic driving tasks (DDT), DDT fallback, and
object and event detection and response (OEDR) tasks on continuous
driving systems. OEDR is a subtask of the DDT, which includes real-time
object identification, classification, and other Al tasks. When a dynamic
driving task fails, the system must perform the DDT fallback [15]. As a
result, we instantiate our benchmark problem with the dynamic driving
task as the primary concern. As dynamic driving is the fundamental task
of autonomous driving, according to which we classify typical dynamic
driving tasks and summarize the scenarios of autonomous vehicles in
IoT-Edge-Cloud systems.

As shown in Fig. 1, the workflows of a complete set of dynamic tasks
for autonomous driving include perception, location, path planning,
object detection, and final decision-making. The perception module
collects data through sensors and cameras, the localization module
combines GPS module and map information to locate the vehicle’s
position, and the route planning module carries out a path planning
task to determine an appropriate driving route according to the user’s
destination. The recognition task contains the recognition of vehicles,
roads, pedestrians, obstacles, and traffic sign lights [23]. Finally, based
on these parallel tasks, the vehicle-centric processor makes judgments
regarding the current situation and decides to control the vehicle
physically.

An autonomous vehicle currently has an intelligent edge chip with
deep learning model processing capability, which can handle common
lightweight Al autonomous driving tasks in real-time. However, it
still needs to collaborate with cloud data centers and edge servers to
execute tasks during the vehicle driving process better. In summary, au-
tonomous vehicles use three layers of [oT-Edge-Cloud system resources
to carry out diverse tasks.

As shown in Fig. 2, we used a set of directed acyclic graph (DAG)
models to formalize the overall autonomous vehicle’s tasks.

Large computing tasks or tasks with low real-time requirements are
usually offloaded to the cloud data center for execution. At the same
time, the cloud data centers also execute the task of offline training and
ongoing retraining of the model. In the Internet of Vehicles, the cloud
data center must communicate with all vehicles and make the whole
vehicle network scheduling decisions.
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Fig. 2. The DAG model of autonomous vehicles in an IoT-Edge-Cloud system.

Autonomous vehicles connect to edge servers nearby when they
move. These edge servers gather roadside environmental data, road
information, and near-end vehicle data in real time, data that the
vehicle’s sensors often cannot collect because of blind spots and other
issues. And the edge server will deliver it to nearby vehicles in a local
area network. At the same time, with the guarantee of communication,
autonomous driving vehicles will send tasks that cannot be processed
in real-time by the onboard chip to the edge servers with sufficient
computing power for processing. An excellent way to deal with issues
like heterogeneous computing and energy consumption in autonomous
vehicles is to offload jobs to the edge computing layer.

The smart chip on the vehicle side handles the primary autonomous
driving workflow. The route planning and navigation tasks are executed
by the vehicle in accordance with the user’s instructions and GPS
location data. In this procedure, the vehicle’s sensors and cameras will
gather data in real-time and pre-process them at the vehicle’s end so
that it can constantly recognize the environment, conduct perception
tasks, and detect objects. The vehicle will simultaneously receive data
from the edge server and cloud data center for integration. Finally,
the vehicle’s decision-making module will make decisions based on
the information feedback from different modules and finally send the
control commands.

3.2. Distilling rules for autonomous vehicles scenario

From Fig. 2, it is clear that formalizing the whole IoT-Edge-Cloud
scenario is very complex. If the scenario benchmark is implemented
accordingly, it will generate hundreds of millions of lines of code [24]
and a vast amount of data, which is not conducive to users evaluating
the system. Therefore, this section simplifies the autonomous vehicle

scenario to extract several interdependent execution modules. Our
work is inspired by the previous work [1] on the distilling rules for
complex scenarios. And hence, the distilled modules can perform the
critical tasks of an autonomous driving system while retaining the
complexity and challenge of the system.

First, we propose a set of distilling rules for autonomous driving
tasks based on real-world experience with autonomous driving, with
reference to the industry’s autonomous driving benchmark [11,12].

1. Retain only representative tasks among those that make use of
similar models and serve similar purposes.
In the process of autonomous driving, there are various types of
object recognition and detection tasks, which include obstacle
recognition, pedestrian recognition, traffic signal recognition,
route recognition, etc. Most activities also share similar process-
ing logic and critical path and are typically completed in two
steps: detection and classification, with the exception of road
route recognition in lane keeping. First, the object’s location
needs to be detected and localized in the video image, and then
classification is performed to complete the recognition of the ob-
ject. Therefore, we extract the critical traffic signal recognition
from these tasks to ensure driving safety and the lane detection
task to ensure vehicles obey traffic rules.

2. Prune the tasks executed on the cloud and edge servers and those
in parallel with the user-end tasks.
In IoT-Edge—Cloud systems, the user-end devices, edge servers,
and servers in the cloud data center execute tasks in parallel and
do not affect each other. Therefore, the training and scheduling
tasks on the cloud do not affect the vehicle driving process.
As a result, we prune this part of the tasks. At the same time,
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Fig. 3. The DAG model of the scenario of the autonomous vehicle in IoT-Edge-Cloud systems after simplifying.

the vehicle analysis and environment perception modules at the
edge are also pruned.

. Prune the modules whose running time is less than 1% of the

total running time.
After the analysis of the real system, the text data transmission
latency and the specific processing time of the data collected by
sensors, radar, and other devices occupy a very short period of
time. The final task decision and control modules, which do not
involve Al models, can also be completed in a very short time.
Therefore, we will trim these modules.

. Combine similar tasks that are executed concurrently if possible.
In the traffic signal classification and road sign classification
tasks, both have object detection for object localization. Thus,
we merge the object detection process in these two modules. The
results are sent to the subsequent tasks—traffic signal classifica-
tion and road sign classification.

. Remove the route planning module.

Route planning is one of the most critical tasks in autonomous
driving. But in creating this scenario benchmark, we remove it
because the route planning task does not require real-time image
data, and the panning result data transmission time is very short.
This task is usually performed on a cloud server in existing real-
world environments. The algorithms have been developed very
maturely for the route planning task itself, and many advanced
online navigation maps are available to users. Baidu’s proposed
Apollo autonomous driving level navigation [25] is now in use,
reducing the speed of passing vehicles at intersections by 36.8%.
As a result, this module can be trimmed.

. Remove precedent and subsequent tasks of the pruning module.
After simplifying the overall scenario according to the first five
distilling rules, we will re-examine the DAG model and remove
any prior or following tasks to the pruning module.

Based on the proposed six distilling rules, we prune Fig. 2 into a
simplified DAG model 3. First, we merge similar modules with the
same purpose. Next, we prune the parallel tasks executed on the IoT—
Edge—Cloud systems at the same time. Then, we prune the modules that
consume a short time, such as preprocessing and decision-making. Next,
we combine similar tasks executed concurrently, such as the object
classification module. At last, we removed the navigation module and
related tasks.

With this simplified scenario of autonomous driving, we have scaled
down the amount of code and dataset, reducing the complexity of the

scenario while retaining the characteristics. Therefore, users can still
evaluate systems and components in which they are interested.

4. The reference implementation of the autonomic vehicle sce-
nario benchmark

4.1. Reference implementation

We investigated advanced algorithms and real-world datasets from
academia and industry for the simplified autonomous driving sce-
nario model proposed in the previous section. Then we implement the
scenario-level benchmark for autonomous vehicles according to Fig. 3.
This section briefly describes the deep learning algorithm models and
datasets used in our reference implementation.

The lane keeping task used a CNN model [26] based on a self-
attention distillation mechanism and selected CuLane [27] as a real-
world dataset, which contains 3268 well-labeled training data and 358
validation data.

The object detection task uses YOLOv5 [28] as the deep learning
network model and selected BDD100OK [29] as the dataset, which
contains 100,000 labeled HD datasets.

The traffic Light classification task uses a CNN model [30] as
the deep learning network model. It uses the Nexar dataset [31] as
the real-world dataset, which contains 18,659 labeled training datasets
containing traffic signal images and 500,000 test data images.

The road sign classification task uses a CNN deep learning model
[32] based on the LeNet framework [33] and the German Traffic
Sign Recognition Benchmark (GTRB) [34] as the dataset, and the task
classifies 43 classes of traffic signs.

4.2. A scalable IoT-Edge—Cloud benchmarking framework

In order to meet the real-world edge computing scenario, the bench-
mark architecture needs to consider resource allocation to deal with
different sizes of Al workloads. For our simplified autonomic vehicle
scenario, we propose a scalable architecture that can evaluate different
sizes of systems and allocate resources (see Fig. 4).

This scalable architecture is based on Google Kubernetes [35],
which allocates the offloading workloads to the edge server. On the
edge server, we use TensorFlow Serving [36] to load the pre-trained
models sent down from the cloud datacenter, waiting for the response
to end-user tasks.
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Table 1

Configurable parameters of the scalable framework.

Parameters Description

The number the number of edge

of nodes computing layer nodes
Al module where the Al task placed:
location edge computing layer or end

device

the number of tasks that the
device will send

The number
of tasks

Task size the data input size of the task

(MB)

In order to achieve system scalability, a master node is present at the
edge layer to manage the computing resources and allocate workloads
supplied by end devices. This architecture can scale numerous edge
nodes to distribute tasks from end devices to various edge servers and
computing resources. The parameters users can set are listed in Table 1.

5. Experiments and measurements

We conduct a scenario benchmark evaluation experiment based on a
four-node server cluster, including one cloud server, two edge servers,
and one client device. One experiment device is a CPU cloud server
with two Xeon E5645 processors and 32 GB of RAM, and the other three
nodes are each equipped with an Nvidia Titan XP GPU. Each node is

connected to the other with a 1 GB Ethernet connection. We perform
the offline training for the four AI tasks on the cloud servers and send
the pre-trained model to the edge servers and end devices.

5.1. Tail latency of the whole scenario

Autonomous driving scenarios are very demanding in terms of
latency, so we choose latency as a quality of service metric for this
scenario benchmark. We break down the whole scenario latency to each
task module to discover which modules are the primary contributors to
latency in the whole scenario.

We tested 2000 autonomous vehicle task requests sent by the client
device. Fig. 5 shows the latency of the whole scenario compared to the
breakdown latency of each module. Since several vehicles send requests
simultaneously in the real-world scenario, the tail latency metric is
an important metric we need to concern about. We also pay attention
to the latency data for the 90% and 99% percent of vehicle-side user
queries.

Fig. 5(a) shows the end-to-end latency data for the entire scenario,
with a tail latency of 76.45 ms for the 90th and 77.49 ms for the
99th percentile latency. In Fig. 5(b)(c), we have decomposed the tasks
according to whether it belongs to the edge layer or the vehicle end. We
can see that the overall latency of the lane-keeping task is slower than
detection and classification tasks. And further decomposition of the
object classification task shows that the slowest module is the road sign
classification, with a tail latency of 58.92 ms for the 90th percentile
latency and 67.70 ms for the 99th percentile latency. The fastest task
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is the object detection task, with a tail latency of 8.67 ms for the 90%
task and 9.40 ms for the 99% task. Moreover, for the traffic signal
classification, the 90th percentile latency is 23.55 ms, and the 99%
percentile latency is 28.13 ms.

In our scenario benchmarking framework, the lane-keeping task
is placed on the vehicle side. However, the large AI model of this
task causes a slow processing speed. Therefore, it reduces the system’s
overall execution speed. According to the network environment’s per-
formance, users can try to place lane-keeping tasks on the edge side.
An appropriate task position strategy will achieve better performance.

5.2. Hotspot function analysis

Because the majority of the tasks in autonomous driving scenarios
employ deep learning models, which require the high performance of
the onboard chips, as a result, we decomposed the execution time of
GPUs using the profiling tool nvprof [37] offered by Nvidia. Then we
analyze those hotspot functions.

We analyze each module’s runtime using the nvprof tool to identify
the hot functions that consume the most runtime. Then we divide these
functions into seven categories based on their intrinsic computational
logic: ReLU activation functions, add operations, convolution opera-
tions, pool operations, normalization, memory operations, and matrix
multiplication operations.

As can be seen in Fig. 6, the convolution operations account for
the most time in the lane-keeping task, which is why it is the slowest
execution module. Additionally, the convolution operations take up a
large percentage of all other tasks.

In object detection and road sign classification, the function with
the most execution time is the ReLu activation function.

Analyzing the hotspot function is beneficial to further optimizing
the CUDA library of the smart chip in autonomous vehicles. Also, for
the special scenario of autonomous driving, software and hardware co-
design is needed to optimize the execution speed of different modules
and thus optimize the overall scenario performance.

6. Conclusion

This paper proposes the first [oT-Edge-Cloud benchmark: a scenario
benchmark for autonomous vehicles. First, we analyze the challenges
of creating an autonomous driving scenario benchmark. Then We re-
produce the whole autonomous driving scenario picture under the
IoT-Edge-Cloud system based on these user-concerned challenges and
industrial-grade autonomous driving scenarios. Because of the speci-
ficity of the autonomous driving scenario, many complex factors must
be considered. Therefore, the amount of code to reproduce the entire
system based entirely on this scenario graph is enormous.

To resolve this issue, we propose to take a scenario benchmark
view. We propose six distilling rules for simplifying the scenario of the
autonomous vehicle. These rules ensure that the system’s characteristics
are retained while streamlining the whole system as much as possible
and covering critical end-to-end IoT-Edge—Cloud paths. We obtained
a simplified DAG diagram of the essential tasks from the autonomous
vehicle scenario according to the distilling rules and implemented
them with state-of-the-art techniques. To meet the system-level evalu-
ation at different scales, we also implement a scalable Iot-Edge—Cloud
benchmarking framework for the autonomic vehicle scenario.

Finally, we conduct several experimental evaluations of this sce-
nario benchmark and measure the tail latency of each module. The ex-
perimental results show that lane-keeping is the most time-consuming
task in the whole system. In addition, we make further analysis of the
hotspot function. The result indicates that the convolution operation is
the most time-consuming function. The experiment results reveal the
optimization points for the software stack of autonomous vehicles.
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