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A B S T R A C T

In recent years, the convergence of High Performance Computing (HPC) and artificial intelligence (AI) makes
the community desperately need a benchmark to guide the design of next-generation scalable HPC AI systems.
The success of the HPL benchmarks and the affiliated TOP500 ranking indicates that scalability is the
fundamental requirement to evaluate HPC systems. However, being scalable in terms of these emerging AI
workloads like deep learning (DL) raises nontrivial challenges. This paper formally and systematically analyzes
the factor that limits scalability in DL workloads and presents HPC AI500 v3.0, a scalable HPC AI benchmarking
framework. The HPC AI500 V3.0 methodology is inspired by bagging, which utilizes the collective wisdom of
an ensemble of base models and enables the benchmarks to be adaptively scalable to different scales of HPC
systems. We implement HPC AI500 V3.0 in a highly customizable manner, maintaining the space of various
optimization from both system and algorithm levels. By reusing the representative workloads in HPC AI500
V2.0, we evaluate HPC AI500 V3.0 on typical HPC systems, and the results show it has near-linear scalability.
Furthermore, based on the customizable design, we present a case study to perform a trade-off between AI
model quality and its training speed. The source code of HPC AI500 V3.0 is publicly available from the HPC
AI500 project homepage https://www.benchcouncil.org/aibench/hpcai500/.
1. Introduction

Deep Learning (DL) has been a dominating technology in Artificial
Intelligence (AI) as its huge success in many challenging AI problems,
such as image classification [1–3], object detection [4–6], and natural
language processing [7–9]. DL allows building a computational model
composed of multiple processing layers with trainable weights to learn
the presentation of data [10]. To harness larger datasets and achieve
higher model quality (e.g., Top1 accuracy), in recent years, tremendous
DL models have been proposed endlessly, both for commercial applica-
tions [11–16] and scientific computing [17–20]. These giant models
usually have deeper layers and billions of weights, which is extremely
computation-intensive. Hence, academia and industry are greatly in-
terested in designing and building next-generation HPC systems to run
these emerging AI workloads for their computation requirement [21,
22]. Benchmark plays an important role in this process, as it provides
the input and methodology for evaluation [23].

In the past three decades, the HPL benchmark [24] and the affiliated
TOP500 ranking [25] witnessed the thriving of HPC systems. From
CM-5 (1993) [26] to Fugaku (2020) [27], the FLOPS performance of
the NO.1 supercomputer on the TOP500 list improves by more than
106×. HPL has become the measurement standard [28] in the HPC field
for thirty years and will continue to be. The reason for its success is
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twofold. On the one hand, HPL solves a (random) dense linear system in
double precision, which captures the general characteristic that many
scientific applications share. We conclude this property as relevancy.
On the other hand, HPL can adapt to scalable systems by adjusting
the input matrix size. We summarize this property as scalability. The
HPL lesson indicates that relevancy and scalability are two significant
properties for an ideal benchmark. Most of the previous work [29–34]
in AI benchmarking focus on relevancy and select represent workloads
in real-world AI applications. However, they ignored the scalability
issue.

Scalability is difficult to guarantee for AI workloads. According to
the experiences in the previous researches [36,46], each AI workload
has the best training batchsize, which is irrelevant to the system scale,
to achieve state-of-the-art quality. This observation indicates that no
matter how the scale of the system changes, the amount of parallel
computation processed remains the same. Although many system op-
timizations [13,47–52] are proposed, all they can do is process this
constant amount of computation as fast as possible by utilizing various
parallel techniques (e.g., data parallelism [53]). Therefore, with the
continuous growth of system scale, the speed of training existing AI
workloads is rapidly accelerated. As shown in Fig. 1, from 2017 to
2021, with the development of HPC AI systems, the training time of
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Fig. 1. ImageNet/ResNet-50 is a popular showcase for optimizing HPC AI systems from
academia [35] and industry [36–44]. PN refers to Preferred Networks [45]. The 𝑥-axis
efers to the training time measured in minutes.

esNet-50 [2] has dropped exponentially, and the result of Nvidia [44]
hows that it now can be done in under half a minute. From the
enchmarking perspective, such a short running time does not allow for
thorough and endurable evaluation. Furthermore, the fixed amount

f computation is distributed on the HPC system with a growing scale,
hich makes the resource utilization of each computing node extremely
nsaturated.

Two prior works attempt to address the scalability problem in HPC
I benchmarking, namely AIPerf [54] and HPL-AI [55]. However, they
oth have their own flaws. AIPerf uses network architecture search
NAS) [56] as the primary workload. NAS automatically searches the
etwork architecture with a predefined probability, introducing ran-
omness to the benchmarking process. HPL-AI allows mixed-precision
U decomposition to solve a linear equation system and tends to be
rrelevant to most AI workloads [57].

Bagging (Bootstrap Aggregation) [58] is designed to improve the
tability and quality of the prediction by utilizing the collective wisdom
f an ensemble of base models. As a meta-algorithm of ensemble learn-
ng [59], a critical feature of bagging is the independence between each
ase model. This independence makes bagging can be implemented as
highly parallel way to scale out with the number of nodes in an HPC

ystem. Another merit of bagging is its flexibility and not being bound
o any AI algorithm. In other words, we can easily and quickly achieve
elevancy by integrating a state-of-the-art or state-of-the-practice algo-
ithm into our bagging-based benchmarking framework. Considering
he advantages above, this paper presents a bagging-based scalable AI
enchmarking framework, which we call HPC AI500. HPC AI500 V3.0
xtends our previous works: HPC AI500 V1.0 [50] and HPC AI500
2.0 [57]. Table 1 summarizes the differences between HPC AI V3.0

rom the other related works. HPC AI500 V3.0 not only leverages the
dvantages of bagging to achieve scalability and relevancy but also
aintains user-customizable parallel optimization opportunities. HPC
I500 V3.0 implements two modules, bagging management (BM) and
odel parallelism management (MPM), to achieve this customizability.
M determines the algorithm adopted in data sampling and the number
f base models. MPM determines the degree of parallelism inside each
ase model. Through these two modules, users can customize the
umber of base models and the degree of parallelism to make the
rade-off between the model quality and training speed. Based on HPC
I500 [57], we evaluate HPC AI500 V3.0 on typical HPC systems to
how its scalability and customizability.

Our main contributions are summarized as follows:

• According to the unique challenges of HPC AI Benchmarking, we
reformulated the HPC AI scalability issue (Section 2).

• We propose the bagging approach in HPC AI benchmarking to
achieve relevancy and scalability and implement HPC AI500
V3.0, a scalable and customizable framework for HPC AI bench-
marking (Section 3).
 u

2

• We evaluate HPC AI500 V3.0 by reusing HPC AI500 v2.0 work-
loads on typical HPC systems to show its scalability and customiz-
ability (Section 4).

2. Background and challenge

2.1. Deep learning preliminary

The whole training process of modern DL models is essentially a
non-convex optimization. Mathematically, it can be represented as:

min
∀𝑥∈R𝑛

𝑓 (𝑥) ∶= 1
𝑁

𝑁
∑

𝑖=1
𝑓𝑖(𝑥), (1)

where 𝑓𝑖 is a loss function for data point 𝑖 ∈ {1, 2, 3,… , 𝑁}, which
easures the deviation of the model prediction from the data. 𝑥 is the

ector of weights being optimized. The process of optimizing the loss
unction is called training and is performed iteratively.

.1.1. Mini-batch stochastic gradient descent
Stochastic Gradient Descent (SGD) is the dominant method for train-

ng DL models. Vanilla SGD updates weight 𝑥 by adding the gradient
omputed on a single data point of the whole dataset. Since only one
andom data point is processed at one iteration, this approach has two
isadvantages. First, such a noisy update makes the training process
nstable [62]. Second, the computation is inefficient, especially when
sing computing devices such as GPUs. Mini-batch SGD is proposed
o remedy these two deficiencies. It minimizes the loss function 𝑓

iteratively in the following form:

𝑥𝑘+1 = 𝑥𝑘 − 𝜂𝑘

(

1
|𝐵𝑘|

∑

𝑖∈𝐵𝑘

∇𝑓𝑖(𝑥𝑘)

)

(2)

where 𝐵𝑘 ∈ {1, 2, 3,… , 𝑁} is the batch sampled from the whole dataset
and 𝜂𝑘 is the learning rate of iteration 𝑘. |𝐵𝑘| refers to the batchsize. The
ratio of 𝑁 and |𝐵𝑘| determines the number of iterations in a training
epoch.

2.2. The scalability issue

With the convergence of AI and HPC, both academia and industry
players [63–65] leverage the computing power of HPC systems to speed
up the training process of DL models. However, SGD training has a
significant drawback, limited by the batchsize.

2.2.1. The limitation of batchsize
Although there are millions of data in a DL dataset with the size

𝑁 [66], the intrinsic sequential property of SGD only allows a batch
with size 𝐵𝑘 (e.g., 𝐵𝑘 = 256) of data to be processed in parallel in
an iteration. We call the computation cost required by a batch as the
Amount of Parallel Computation in an Iteration(in short, APC). Compared
to Linpack, whose APC can be tuned by the size of the input matrix,
the APC of DL workloads is usually a constant and can be represented
as:

𝐴𝑃𝐶𝑑𝑙 =
|𝐵𝑘|
∑

𝑗=1
𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑓𝑗 (𝑥)) (3)

where 𝑗 ∈ {1, 2, 3,… , |𝐵𝑘|} is data that is randomly sampled from the
DL dataset with the size 𝑁 and included in batch 𝐵𝑘. And
𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑓𝑗 (𝑥)) is the computation cost required by the DL model
o process a single data and can be measured by FLOPs.

Eq. (3) indicates that 𝐴𝑃𝐶𝑑𝑙 is determined by the |𝐵𝑘|. However,
he value of 𝐵𝑘 is usually a small number, where |𝐵𝑘| ≪ 𝑁 . Specif-
cally, 𝐵𝑘 ∈ {16, 32, 64, 256...512} in many DL applications such as
mage classification [2] and object detection [4,5]. In this context, it
s hard to fully utilize the computing power of HPC systems, which are
sually equipped with hundreds or even thousands of nodes. Taking
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Table 1
Comparison of HPC AI500 V3.0 against HPC AI500 V1.0, V2.0, and other HPC AI benchmarks. The equivalence, affordability, representativeness,
and repeatability issues are resolved in our previous work HPC AI500 V2.0 [57]. HPC AI500 V3.0 is an HPC AI benchmarking framework which
inherits and extends HPC AI500 V2.0 with scalability. HPC AI500 V3.0 can naturally integrate other HPC AI benchmarks. ‘‘✗’’ and ‘‘✓’’ indicate
whether they have the corresponding properties. ‘‘-’’ indicates not verified.
Related work Equivalence Representativeness Affordability Repeatability Scalability

HPC AI500 V1.0 (2018) [50] ✗ ✓ ✓ ✗ ✗

HPL-AI (2019) [55] ✓ ✗ ✓ ✓ ✓

Deep500 (2019) [60] ✗ ✗ ✓ – ✗

HPC AI500 V2.0 (2020) [57] ✓ ✓ ✓ ✓ ✗

AIPerf (2020) [54] ✓ ✓ ✓ – ✓

MLPerf (HPC) (2021) [61] ✓ ✓ ✓ ✓ ✗

HPC AI500 V3.0 ✓ ✓ ✓ ✓ ✓
the ImageNet/ResNet-50 training on Summit [50,57] as an example.
|𝐵𝑘| = 512, according to Eq. (3), the APC of ImageNet/ResNet-50 is
11 776GFLOPs. Considering Summit has 4608 nodes (six Nvidia Tesla
GPUs in each node), each node only can allocate the computation of
11776
4608 = 2.55GFLOPs, which is far away from the peak performance of
ix V100 GPUs.1

Naively enlarging |𝐵𝑘| to improve 𝐴𝑃𝐶𝑑𝑙 leads to a degradation
in the model quality due to the sharp minima [36,46,67]. The tricks
proposed in [36,46,67] indeed increase |𝐵𝑘| to a larger number, but it
is still far from the peak performance of the HPC system, leading to poor
resource utilization. Furthermore, the proposed tricks are empirical,
lack generalization ability, and depend on a specific DL workload.
So far, no research can systematically and theoretically quantify the
relationship between 𝐵𝑘 and model quality.

2.2.2. The reformulation of HPC AI scalability
Based on the aforementioned analysis, we reformulate the HPC

AI scalability from the following two perspectives. In the previous
work [57], we have discussed how to resolve equivalence, represen-
tativeness, affordability, and repeatability issues.

• The 𝐴𝑃𝐶𝑑𝑙 should be large enough to accommodate the scale
and computing capability of HPC systems. To be specific, it is
necessary to maintain a high resource utilization and near-linear
speed up.

• The model quality should be maintained or improved while in-
creasing the 𝐴𝑃𝐶𝑑𝑙 and |𝐵𝑘|. Otherwise, the whole training pro-
cess is meaningless.

Compared to the traditional HPC scalability, which focuses on
scale efficiency and resource utilization [24], the reformulated HPC AI
scalability emphasizes the restraint of model quality and batchsize |𝐵𝑘|.

2.3. Prior work

In addition to the other AI benchmarks [29–34], MLPerf (HPC) [61],
HPL-AI [55], AIPerf [54], and HPC AI500 [50,57] are representative
HPC AI benchmarking works. Among them, the earliest work is the
HPC AI500 V1.0 [50], dating back to 2018. HPC AI500 V1.0 [50]
and V2.0 [57] and MLPerf(HPC) fail to tackle the scalability issue
and focus on selecting typical HPC AI applications and parallel-based
optimizations. HPL-AI and AIPerf manage to achieve scalability but
bring other problems. HPL-AI evaluates HPC systems by performing
mixed-precision LU decomposition at the kernel level. Same to HPL,
it can increase the 𝐴𝑃𝐶 by adjusting the size of the input matrix.
However, LU decomposition is irrelevant to most AI workloads [57].
The AIPerf methodology is inspired by AutoML, whose core process
is performed by NAS. Although AutoML can scale automatically with
the number of nodes, the high randomness of NAS (Fig. 2) calls into
question whether AutoML is desirable as an HPC AI benchmark. Table 1
summarizes the related work chronologically and compares our work
with other related work in five dimensions.

1 The peak performance of six V100 GPUs in terms of FLOPS is: 6 ×
5.7 × 103 GFLOPS = 94.2 × 103 GFLOPS.
3

Fig. 2. The randomness of NAS. In different runs, the amount of computation required
to train NAS to the target model quality varies, which leads to unfair and unrepeatable
evaluation.

3. HPC AI500 V3.0

This section first presents the HPC AI500 v3.0 methodology. Then
we detail the design, workflow, and customizable configuration. Fi-
nally, we introduce the measurement method and the proposed metrics.

3.1. Methodology

3.1.1. Ensemble learning and bagging
The ensemble learning idea is to solve a common problem by

combining the predictions of a group of base models. Rather than
making decisions depending on a single model, a group of models
makes it possible for ensemble learning to reduce the variance of pre-
dictions [59], so-called the wisdom of crowds [68]. Bagging (Bootstrap
AGGregatING) is a fundamental paradigm of Ensemble learning. As
its name suggests, bagging consists of two parts: bootstrapping and
aggregating. Bootstrapping is essentially a data sampling process with
replacement from the original dataset. The data generated through
this process is called the bootstrapped dataset. The training process
of bagging is highly parallel as each base model in the ensemble is
trained based on its corresponding bootstrapped dataset rather than
the original dataset. After finishing the training, the final decision is
aggregated by averaging all the predictions of the base models.

3.1.2. Applying bagging in HPC AI benchmarking
For HPC AI benchmarking, to tackle the scalability problem, the first

thing is to enlarge the 𝐴𝑃𝐶 to keep up with the increasingly larger scale
of HPC systems. Inspired by the Bagging, we introduce the base model
ensemble on the basis of the training of a single model in the previous
AI benchmark like HPC AI500 V2.0. We rewrite Eq. (3) in the following
bagging form:

𝐴𝑃𝐶𝑑𝑙 =
𝑀
∑

|𝐵𝑘|
∑

𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑓𝑚,𝑗 (𝑥)) (4)

𝑚=1 𝑗=1
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Fig. 3. The system overview of HPC AI500 V3.0. APC refers to the amount of parallel computing in an iteration.
Fig. 4. System design and workflow of HPC AI500 V3.0. NFS refers to the Network File System of HPC systems that each node shares.
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where 𝑀 is the number of the base models in the ensemble, 𝑓𝑚 is the
𝑚𝑡ℎ base model. Note that each base model is the instance of the orig-
inal model, so the computation cost of each base model is equivalent
to that in Eq. (3). Compared to AutoML, the re-sampled bootstrapped
dataset makes every base model dissimilar, but the computational logic
of each model is consistent, guaranteeing no randomness shown in
Fig. 2. All the base model in the ensemble is trained independently,
enlarging the |𝐵𝑘| by 𝑀 times, and so does 𝐴𝑃𝐶𝑑𝑙. Considering each
base model may train in a distributed manner across several nodes,
the ensemble size 𝑀 and the parallelism degree inside a base model
𝑃 _𝑑𝑒𝑔𝑟𝑒𝑒 should satisfy Eq. (5), where 𝑆𝑦𝑠𝑠𝑐𝑎𝑙𝑒 refers to how many
nodes are contained in an HPC system.

𝑆𝑦𝑠_𝑠𝑐𝑎𝑙𝑒 = 𝑀 × 𝑃 _𝑑𝑒𝑔𝑟𝑒𝑒 (5)

3.2. System overview

Based on the Bagging approach, we present HPC AI500 V3.0 and the
system overview shown in Fig. 3. HPC AI500 V3.0 does not focus on
workload selection and construction as previous AI benchmarks [29,31,
34]. Instead, it is a framework that is compatible with these efforts. We
briefly introduce the positioning and role of HPC AI500 V3.0 through
Fig. 3. This figure shows that HPC AI500 V3.0 scales out the upper-layer
AI workloads on lower-layer HPC systems by adaptively increasing
𝐴𝑃𝐶𝐴𝐼 . Specifically, the batchsize of each AI workload is initially only
a fixed 𝐵𝑘. After Bagging, a set of 𝑀 base models are generated, which
ncreases 𝐴𝑃𝐶𝑑𝑙 by concurrently running 𝑀 base models. This way,
hereby, achieves higher resource utilization. In addition, the size of
he base model set, 𝑀 , can be adjusted according to the system size,
orresponding to the same adjustable input matrix size in HPL, to adapt
o the future growth of the HPC system scale.
4

.3. System design and workflow

HPC AI500 V3.0 consists of three components, namely, User Con-
iguration (UC), Bagging Management (BM), and Model Parallelism
anagement (MPM). BM focuses on managing Bagging, including Job
ontroller and Data Sampler. Job Controller schedules 𝑀 jobs to the

corresponding nodes, then launch training, and finally aggregates the
predictions. Note that each job corresponds with a base model training.
Data Sampler controls the data sampling algorithm. MPM is divided
into Parallelism Controller and Data Duplicator. Parallelism Controller
sets the parallel mode and 𝑃 _𝑑𝑒𝑔𝑟𝑒𝑒. Data Duplicator is responsible for
copying and migrating data according to parallelism-related configura-
tion. As shown in Fig. 4, we summarize the workflow of HPC AI500
V3.0 as follows:

1. UC sends the configurations to BM and MPM. BM receives the
configurations, including job number, equal to ensemble size 𝑀 ,
and saves the DL model and original dataset that needs to be
trained. MPM receives the configurations, such as parallelism
mode, 𝑃𝑑𝑒𝑔𝑟𝑒𝑒, and 𝑆𝑦𝑠𝑠𝑐𝑎𝑙𝑒.

2. Parallelism Controller in MPM checks if 𝑀 , 𝑃𝑑𝑒𝑔𝑟𝑒𝑒, and 𝑆𝑦𝑠𝑠𝑐𝑎𝑙𝑒
satisfy Eq. (5) and generates the mapping of the jobs to the nodes
according to the received messages (e.g., 𝑇 𝑎𝑠𝑘1 → 𝑁𝑜𝑑𝑒1), then
sends this mapping to Job Scheduler in BM.

3. Data Sampler in BM determines the sampling algorithm and
generates the bootstrap data for each task. All the generated data
is sent to the NFS of the HPC system.

4. Data Duplicator in MPM duplicates the bootstrap data according
to the mapping that Parallelism Controller generates. For exam-
ple, 𝐽𝑜𝑏1− > 𝑁𝑜𝑑𝑒1 means the bootstrap data in Job1 only need
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Table 2
The Customizable Configuration of HPC AI500 V3.0. 𝑁𝑜𝑑𝑒_𝑎𝑐𝑐 refers to the number of
ccelerators equipped in a node of the HPC system.
Type Default setting Alternatives

Basic 𝑃𝑑𝑒𝑔𝑟𝑒𝑒 = 𝑁𝑜𝑑𝑒_𝑎𝑐𝑐
𝑀 = 𝑆𝑦𝑠𝑠𝑐𝑎𝑙𝑒

𝑃𝑑𝑒𝑔𝑟𝑒𝑒

Any 𝑀 and 𝑃𝑑𝑒𝑔𝑟𝑒𝑒
that satisfy Eq. (5)

Learning Rate
Scheduler

warm-up schema and
linear scaling [69]

LARS [35], LAMB [70]

Optimizer SGD with momentum Adam [71], AdaGrad
[72]

Data Precision
for Training

FP16 mixed-precision, Int8

Data Precision
for Communication

FP32 FP16, Int8

Parallel Mode data parallelism model parallelism,
pipeline parallelism
[73],
mixed parallelism

Communication
Mode

synchronous all-reduce 2D-Torus [41],
Hierarchical all-reduce
[40]

Framework TensorFlow [74] PyTorch [75],
Mindspore [76]

to be duplicated once. All the duplicated data is sent to the local
storage of the corresponding node.

5. Job Scheduler sends the job to the corresponding nodes and
launches the training of the whole ensemble.

6. After the training is finished, Job Scheduler collects all the
ensemble output and then makes the final prediction.

3.4. Customizable configuration

In order to maintain the optimization space, in addition to the
basic configuration, such as 𝑀 and |𝑃𝑑𝑒𝑔𝑟𝑒𝑒|, we summarize other
customizable configurations in Table 2. We provide a default setting
and some alternatives in each configuration type. Note that alternatives
just list the favored option, and the user can customize the efficient
implementation according to their situation.

3.5. Metrics

Same as HPL, we use FLOPS (Floating point operations per second)
as our primary metric:

𝐹𝐿𝑂𝑃𝑆 =
∑𝑁∕|𝐵𝑘|

𝑖=1 𝐴𝑃𝐶𝑑𝑙

𝑇𝑒𝑝𝑜𝑐ℎ
(6)

where 𝑇𝑒𝑝𝑜𝑐ℎ refers to the training time of one epoch and 𝑁∕|𝐵𝑘| refers
to the number of iterations in one training epoch. In addition to FLOPS,
we also adopt a metric that considers both system throughput and
model quality, namely Valid FLOPS (VFLOPS) [57]. The definition of
VFLOPS is shown as follows:

𝑉 𝐹𝐿𝑂𝑃𝑆 = 𝐹𝐿𝑂𝑃𝑆 ∗ 𝑝𝑒𝑛𝑎𝑙𝑡𝑦_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (7)

𝑝𝑒𝑛𝑎𝑙𝑡𝑦_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = (𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑_𝑞𝑢𝑎𝑙𝑖𝑡𝑦∕𝑡𝑎𝑟𝑔𝑒𝑡_𝑞𝑢𝑎𝑙𝑖𝑡𝑦)𝑛 (8)

where 𝑝𝑒𝑛𝑎𝑙𝑡𝑦_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 is used to penalize or award the FLOPS based
on the achieved quality. 𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑_𝑞𝑢𝑎𝑙𝑖𝑡𝑦 refers to the actual model
quality achieved in the evaluation. 𝑡𝑎𝑟𝑔𝑒𝑡_𝑞𝑢𝑎𝑙𝑖𝑡𝑦 is predefined in the
Table 4. The value of 𝑛 defines the sensitivity to the model quality.
According to the setting of HPC AI500 V2.0 [57], we set n as 10 for
Extreme Weather Analytics and 5 for Image Classification.
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Table 3
The FLOPs calculation rules for primary operators in a DL model.
𝐾 refers to the kernel size, 𝐶𝑖𝑛 and 𝐶𝑜𝑢𝑡 refers to the input and
output channel, 𝐻 and 𝑊 refers to the data size, 𝐺𝑟𝑜𝑢𝑝𝑠𝑖𝑧𝑒 refers
to the group size of the convolution, and 𝐹𝐿 refers to the flatten
layer used in the Fully-connected.

Operators FLOPs

Convolution 2 ×𝐾2 × 𝐶𝑖𝑛 ×𝐻 ×𝑊 × 𝐶𝑜𝑢𝑡

Depth-wise Convolution 2 ×𝐾2 × 𝐶𝑖𝑛 ×𝐻 ×𝑊

Group Convolution 2×𝐾2×𝐶𝑖𝑛×𝐻×𝑊 ×𝐶𝑜𝑢𝑡

𝐺𝑟𝑜𝑢𝑝𝑠𝑖𝑧𝑒

Fully-connected 𝐹𝐿𝑖𝑛 × 𝐹𝐿𝑜𝑢𝑡

Element-wise 𝐶𝑜𝑢𝑡 ×𝐻 ×𝑊

Pooling 𝐶𝑖𝑛 ×𝐻 ×𝑊

Normalization 𝐶𝑖𝑛 ×𝐻 ×𝑊

3.6. Measurement

According to Eq. (4) and Eq. (6), to determine the 𝐹𝐿𝑂𝑃𝑆, we
need to first measure the 𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑓 (𝑥)). Although profiling tools
such as Nsight [77] are able to count the FLOPs by kernel replay, it
is dependent on the Nvidia hardware. In order to reduce the influence
of the hardware and the hardware-specific optimizations performed by
bundled low-level libraries (e.g., CuDnn for Nvidia GPUs), we present
an analytical method to calculate the FLOPs that a DL model requires.

Modern AI frameworks, such as TensorFlow, describe the computa-
tion of a DL model using a directed acyclic graph (DAG) that consists
of multiple nodes and edges. The Node in the DAG represents a kind of
operator, and the edge represents the data flow. Each operator defines
a computation logic and receives the data from the input edge, and
then sends the intermediate result to the next operator after finishing
its computation. Unlike HPL, which has only one kind of operator (LU
decomposition), a DL model usually consists of multiple operators with
different kinds. Hence, we summarize the most frequent operators in DL
as shown in Table 3. In addition to these listed operators, we ignore
other low-proportion operators contained in the DL model. Based on
this table, we can calculate the 𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑓 (𝑥)) by traversing the

AG.

.7. Implementation details

Job scheduler of the Bagging management module is based on
LURM (Simple Linux Utility for Resource Management) [78]. SLRUM
s the most commonly used scheduling system in HPC AI systems,
ault-tolerant and highly scalable, and suitable for Linux clusters of
ifferent sizes. We implement the submitted job script based on the
𝑏𝑎𝑡𝑐ℎ interface of SLRUM and use 𝑠𝑖𝑛𝑓𝑜 and 𝑠𝑚𝑎𝑝 to monitor the

training progress of the base model in each job, and the basic unit of
job scheduling is a container implemented by Docker [79]. According
to the literature [58], the implemented random sampling algorithm
guarantees that the 𝑖𝑡ℎ training sample is selected 𝑛 (𝑛 ∈ {0, 1, 2...})
times. The probability of the times approximates the Poisson distribu-
tion of 𝜆 = 1, so the probability of at least one occurrence of the 𝑖𝑡ℎ
sample is 1 − ( 1𝑒 ) = 0.632. So for any Bagging base classifier, about
36.8% of the samples of the original dataset will not be used at the
time of training. The default parallel implementation in the parallel
management module uses data parallelism implemented by Horovod
and OpenMPI, which is also the most common parallel method in
HPC AI systems [17–19]. The measurement of bandwidth is divided
into intra-node communication and inter-node communication, and we
use Nvidia-smi (NVIDIA System Management Interface) tool [80] to
monitor communication within nodes and use iftop tool [81] to monitor
communication between nodes.
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Fig. 5. The scalability experiments of HPC AI500 V3.0 in terms of FLOPS and VFLOPS.
The 𝑝𝑒𝑛𝑎𝑙𝑡𝑦_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 is 0.44 for Extreme Weather Analytics and 0.96 for Image
Classification.

4. Evaluation

4.1. Experimental setup

4.1.1. Hardware
Our experiments are conducted on a 64GPUs-cluster, consisting of

eight nodes, each of which is equipped with one Intel(R) Xeon(R)
Platinum 8268 CPU and eight NVIDIA Tesla V100 GPUs. Each GPU
in the same node has 32 GB HBM memory, connected by NVIDIA
NVLink—a high-speed GPU interconnection whose theoretical peak
bi-directional bandwidth is 300 GB/s. The nodes are connected with
Ethernet networking with a bandwidth of 10 Gb/s. Each node has 1.5
TB system memory and an 8 TB NVMe SSD disk.

4.1.2. Software
We use TensorFlow v1.14, compiled with CUDA v10.1 and cuDnn

v7.6.2 backend. We use Horovod v0.16.4 for synchronous distributed
training, compiled with OpenMPI v3.1.4 and NCCL v2.4.8. NCCL is
short for the NVIDIA Collective Communications Library, which is a
closed-source library of multi-GPU collective communication primitives
that are topology-aware.

4.2. Workloads

HPC AI500 V3.0 is a benchmarking framework, which means any
AI benchmark can be integrated into this framework in a bagging
6

manner. Here, our default implementation is based on HPC AI500
V2.0 [57], a well-received HPC AI benchmark that mainly consists
of two workloads, covering AI applications in business and scientific
computing. As shown in Table 4, Image Classification uses ResNet-
50 [2]and ImageNet [66] for training, which is a well-known showcase
for optimizing HPC AI systems. Extreme Weather Analytics [82] is a
representative scientific application, it uses Faster-RCNN for detecting
the extreme weather in the climate image. Each climate image in
Extreme Weather Dataset consists of 16 channels and contains four
extreme weather patterns.

4.3. The scalability experiments

The scalability experiments are conducted with the default setting
of HPC AI500 V3.0, as shown in Table 2. We set the 𝑃𝑑𝑒𝑔𝑟𝑒𝑒 = 8,
which is equal to the number of GPUs in a node. In each node, a
job is distributed to 8 GPUs by using data parallelism. We perform
the experiment sequentially on different system scales, typically the
𝑆𝑦𝑠𝑠𝑐𝑎𝑙𝑒 = 8, 16, 24, 32, 40, 48, 56, 64 GPUs. According to Eq. (5), the
corresponding job number is 𝑀 = 1, 2, 3, 4, 5, 6, 7, 8. The results of scala-
bility experiments are shown in Fig. 5. As we can see, HPC AI500 V3.0
shows near-linear scalability in both FLOPS and VFLOPS. Note that, in
Fig. 5(a), the 𝑝𝑒𝑛𝑎𝑙𝑡𝑦_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 0.44 leads to a gap between the
VFLOPS line and FLOPS of Extreme Weather Analytics. Furthermore,
we measure the GPU utilization by Nsight at the scale of 64 GPUs and
the result is shown in Fig. 6. Both Extreme Weather Analytics and Image
Classification achieve high GPU utilization.

4.4. The customizability experiments

4.4.1. Trade-off between the model quality and training speed
To exhibit this trade-off, we take Image Classification as the show-

case. We set the 𝑀 = 8, 4, 1 while the corresponding 𝑃𝑑𝑒𝑔𝑟𝑒𝑒 = 8, 16, 64.
As shown in Fig. 7, the training speed increases along with a decrease in
𝑀 . When 𝑀 = 1, the process becomes training a single model through
the whole cluster, achieving the highest training speed. However, since
only one model makes decisions in the ensemble, the model quality
suffers about a 3% drop compared to the case of 𝑀 = 8. In practical
scenarios, users can choose appropriate 𝑀 and 𝑃𝑑𝑒𝑔𝑟𝑒𝑒 according to their
training speed and model quality requirements.

4.4.2. Optimizations
To show the customizability of HPC AI500, we implement two

frequently-used optimizations, mixed-precision training, and commu-
nication compression. The former utilizes Tensor Cores in Nvidia Volta
architecture to accelerate the model’s fully-connected and convolution
layer, allowing a fused-multiply-add computation. When performing
mixed precision training with a Tensor Core, we use FP16 for calcu-
lation and FP32 for accumulation. The latter is the communication
compress-on that compresses the tensor precision for synchronizing
from 32FP to 16FP to reduce communication overhead. We configure
the optimization experiments in the same way as Section 4.3, and the
results are shown in Fig. 8. We compared the optimized version to
the original version to observe the corresponding effect. Since mixed-
precision Extreme Weather Analysis leads to a significant loss of the
model quality, here we only report the performance of the model
compression. As we can see, mixed-precision training brings about 2x
speed up for Image Classification. As for communication compression,
it brings about 1.2x for Extreme Weather Analytics but barely has
any speed up on Image Classification. The size of the communication
tensor in Extreme Weather Analytics is 1.6x larger than that of Image
Classification, allowing Extreme Weather Analytics to get a notable
benefit.



Z. Jiang, C. Luo, W. Gao et al. BenchCouncil Transactions on Benchmarks, Standards and Evaluations 2 (2022) 100083

4

s

Table 4
The Specification of HPC AI500 V2.0 workloads [57]. HPC AI500 V3.0 can integrate any HPC AI benchmarks. In our evaluation,
we reuse the HPC AI500 V2.0 workloads for testing.
Problem domains Models Datasets Target quality

Image Classification ResNet-50 ImageNet TOP1 Accuracy
= 0.763

Extreme Weather Analytics Faster-RCNN Extreme Weather Dataset mAP@[IoU=0.5]
= 0.35
Fig. 6. GPU utilization (%) of HPC AI500 V3.0. The 𝑋-axis represents different time steps.
Fig. 7. The trade-off between the training speed and model quality. The workload is Image Classification. We use images per second to indicate how fast the training is.
Fig. 8. The optimization experiments of HPC AI500 V3.0. In Fig. 8(b), the lines of the original and mixed precision overlap for their similar performance.
.5. Comparison experiments

We compare our work with data parallelism (DP), which is a main-
tream parallel method used in many previous work [17,18,47,61]. In
7

this experiment, we focus on scale efficiency in terms of FLOPS. The
system scales from 8 GPUs to 64 GPUs. As shown in Fig. 9, the scaling
efficiency of DP is much lower than our approach in both Extreme
Weather Analysis and Image Classification. The heavy communication
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Fig. 9. The comparison experiments between HPC AI500 V3.0 against a setting using data parallelism.
verhead of DP is the main reason for this phenomenon because all
he model copies of DP need to be synchronized globally at the end
f each training step. The base model in the model ensemble of HPC
I500 V3.0 is trained highly independently without synchronization,
o the communication overhead is avoided.

. Conclusion

In this paper, we reformulate the HPC AI scalability issue and
resent HPC AI500 V3.0, a scalable and customizable framework for
PC AI benchmarking. The methodology of HPC AI500 V3.0 allows
sers to integrate existing AI benchmarks in a bagging manner, a
eta-algorithm of ensemble learning with intrinsic high parallelism,

eading to scalable benchmarking. The bagging management and model
arallelism management of HPC AI500 V3.0 gives users the flexibility
o control the size of model ensembles and the degree of model paral-
elism, enabling various optimizations from both system and algorithm
evels. Based on HPC AI500 V2.0, which tackles the equivalence,
epresentativeness, affordability, and repeatability issues, HPC AI500
3.0 provide a complete HPC AI benchmarking framework. Reusing

he workloads of HPC AI500 V2.0, we evaluate HPC AI500 V3.0 on a
ypical HPC system and the experimental results show the scalability
nd customizability of the proposed benchmarking framework.
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