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A B S T R A C T

Cyber-Physical Systems (CPS) refer to systems where some intelligence is embedded into devices that interact
with their environment. Using wireless technology in such systems is desirable for better flexibility, improved
maintainability, and cost reduction, among others. Moreover, CPS applications often specify deadlines; that
is, maximal tolerable delays between the execution of distributed tasks. Systems that guarantee to meet such
deadlines are called real-time systems. In the past few years, a technique known as synchronous transmissions
(ST) has been shown to enable reliable and energy efficient communication, which is promising for the design
of real-time wireless CPS.

We identify at least three issues that limit the adoption of ST in this domain: (i) ST is difficult to use due
to stringent time synchronization requirements (in the order of μs). There is a lack of tools to facilitate the
implementation of ST by CPS engineers, which are often not wireless communication experts. (ii) There are only
few examples showcasing the use of ST for CPS applications and academic works based on ST tend to focus
on communication rather than applications. Convincing proof-of-concept CPS applications are missing. (iii)
The inherent variability of the wireless environment makes performance evaluation challenging. The lack of
an agreed-upon methodology hinders experiment reproducibility and limits the confidence in the performance
claims. This paper synthesizes recent advances what address these three problems, thereby enabling significant
progress for future applications of low-power wireless technology in real-time CPS.
. Introduction

Cyber-Physical Systems (CPS) are understood as systems where
‘physical and software components are deeply intertwined, each operating
n different spatial and temporal scales, exhibiting multiple and distinct
ehavioral modalities, and interacting with each other in a myriad of ways
hat change with context ’’ [1]. The domains of application of CPS are
ery diverse: e.g., robotics, distributed monitoring, process control,
ower-grid management [2–4].

It is important to realize that the design of CPS encompasses three
ain aspects, mapping to as many research fields, with their own
urpose and goals: The embedded hardware design aims to extend the
mount of computational resources available (e.g., processing power,
emory, sensors and actuators) while limiting the cost, form factor,

nd energy consumption of a device. The communication, either wired
r wireless, aims to transmit messages between distributed devices
fficiently; that is, quickly and using little energy. Finally, the distributed
ystem design realizes the implementation of the CPS functions, such as
.g., remote monitoring and control of distributed processes.

E-mail address: jacobr@ethz.ch.
URL: https://www.romainjacob.net/.

The goal of the overall design is to reliably provide the specified
CPS functions. Achieving this goal relies on hardware and communica-
tion; however reaching ‘‘perfect’’ communication, such as 100% packet
reception rate, is not a goal in itself; it is merely a mean to an end.
What truly matters is to fulfill the system functionality. Typically, CPS
design aims to provide end-to-end performance guarantees, such as
meeting hard deadlines between the execution of distributed tasks; e.g.,
between the start of a sensing task to the end of the corresponding
actuation tasks (Fig. 1). Meeting such deadlines is called providing
real-time guarantees.

The potential benefits of wireless communication for CPS appli-
cations are well-known and include simpler deployment and main-
tenance, cheaper operational costs, lighter weight [5]. Furthermore,
wireless is the only viable option in application domains including
highly mobile nodes, such as an automated warehouse with transport
robots [6] or teams of drones [7]. However, CPS applications have
challenging performance requirements [8], which are hard to fulfill
with a wireless design.
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Fig. 1. The prime objective of CPS design is to provide end-to-end performance guaran-
tees for distributed applications. In this paper, we consider synchronous transmissions,
a recent development in low-power wireless communication, and demonstrate how to
leverage the technique to provide real-time guarantees in wireless CPS.

1.1. Requirements of wireless CPS

CPS applications are subject to different types of requirements, such
as the specified end-to-end latency, bandwidth, or number of devices;
the precise performance level for these requirements depends on the
application context. Generally, CPS requirements belong to one of the
following classes:

Reliability A large ratio of messages is successfully transmitted wire-
lessly.

Adaptability The system adapts to runtime changes in resource de-
mands.

Mobility The system supports mobile devices.

Timeliness Applications meet their deadlines, which are often specified
end-to-end. Depending on the class of systems, deadlines can be
either soft or hard [9].

fficiency The system supports short end-to-end latency, scales in terms
of system size, and optimizes its energy and bandwidth utilization.

These requirements are mutually conflicting. For example, reducing
he energy consumption is typically achieved by keeping the radio
urned off whenever possible. However, this directly conflicts with
daptability, as the system cannot adapt reliably without exchanging
ome extra messages. In general, there is a price to pay in terms of
fficiency for meeting any of the other requirements. Hence, designing
PS consists in exploring the design space for relevant trade-offs; that

s, the design optimizes the overall system Efficiency while meeting
ther application requirements.

.2. Traditional wireless networking

Low-power wireless communication is a mature field of research,
eavily studied for more than two decades. A large part of the research
ocused on wireless sensor networks, where low power consumption
s a key requirement to enable long-term operation of the deployed
etworks, with specifications up to multiple years of operation on small
atteries. Many successful applications and deployments include mon-
toring of soils [10], permafrost [11], buildings [12], or wildlife [13,
4].

In these scenarios, the distributed application often remains simple
e.g., collect sensor readings). The main challenge is to reliably aggre-
ate or disseminate messages across a multi-hop network. Single-hop
ommunication refers to the case where a source node is in communi-
ation range from its destination. This is a rather simple case, but the
eployed networks often span large areas whereas low-power radios
an typically communicate in the range of tens of meters. Thus, multi-
op communication is required, whereby a source node must rely on
2

other nodes in the network to forward its messages, hop after hop,
until the destination is reached. This is the same principle as in the
children’s game known as Chinese whispers [15]; if you ever played,
you know that the original message hardly ever reaches the end of the
chain successfully.

Multi-hop communication is a collaborative task for which the
nodes must be coordinated. Indeed, if a node transmits a message
while another wireless communication is ongoing, the transmissions
will interfere and they may both fail. Furthermore, the radio fre-
quency bands used for wireless communication cannot be isolated.
Other networks are potentially exchanging messages on the same fre-
quencies, which generates external interference and triggers packet
losses. As a result, traditional multi-hop communication requires com-
plex mechanisms for coordinating the nodes, scheduling the different
transmissions to forward all messages throughout the network, and
retransmitting messages that have been lost (e.g., due to external inter-
ference). The complexity is further increased in mobile scenarios, where
the set of neighboring nodes (which may relay a node’s messages)
changes frequently. The traditional wireless networking approach per-
forms multi-hop communication by carefully planning a sequence of
unicasts (i.e., one-hop transmissions), usually performed along one or
a few of the shortest paths possible between a message source and
its destination [16–18]. Intuitively, this is efficient because only the
necessary nodes are involved in relaying a message.

In practice however, multi-hop wireless network are sensitive to
topology changes, external interference, and traffic congestion. These
limit the reliability of communication, which has been a major obstacle
to the utilization of wireless technology in CPS: for a long time, it has
been considered impossible to provide the required level of reliability
using wireless [19]. Synchronous transmissions have fundamentally
changed that.

1.3. Synchronous transmissions

Synchronous transmissions (ST), also referred to as concurrent
transmissions, is a technique consisting in letting multiple nodes trans-
mit a message at the ‘‘same time’’ (hence the name of synchronous
transmissions). A destination node can successfully receive (one of
these) synchronous transmissions thanks to two effects taking place at
the physical layer: constructive interference and the capture effect [20,
21]. In a nutshell, ST is likely to be successful if the incoming messages
arrive at the receiving node’s antenna within a small time offset (in the
range of a few symbol periods—tens of μs—depending on the physical
layer and the effect considered). ST has been shown to work both
analytically [22], empirically [23], and on different physical layers,
such as IEEE 802.15.4 [24], Bluetooth [25], and LoRa [26].

The use of ST in low-power communication, pioneered by Glossy
[23] in 2011, has triggered a paradigm shift in the low-power wireless
community: ST can be leveraged to implement efficient broadcast in a
multi-hop network using network-wide flooding (Fig. 2). The flooding
procedure implemented by Glossy is illustrated in Fig. 3. A first node
initiates the flooding process. The 1-hop neighbors of the initiator
receive the message and synchronously broadcast this same message in
the next time step, which is then received by the initiator’s 2-hop neigh-
bors with high probability, thanks to ST. The process repeats following
the same logic: a node that receives a packet broadcasts it again in the
next time slot. Each node in the network transmits each packet up to
𝑁 times, after which the flood terminates. It has been shown in a wide
range of scenarios that, with 𝑁 = 3, Glossy achieves a reliability above
99.99% [23]; that is, 99.99% of the floods are successfully received
by nodes in the network. With 𝑁 = 5, the average reliability reaches
99,999% [23]. Glossy achieves such high reliability by leveraging
spatio-temporal redundancy. Packets are transmitted along all possible
paths; in other words, they are implicitly routed everywhere, and
therefore avoid interference sources localized in space. In addition,
having each node transmitting 𝑁 times creates temporal redundancy,
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Fig. 2. Flooding of a message from node A to node B.

Fig. 3. Glossy operation in a 3-hop network with 2 transmissions per node (𝑁).

Fig. 4. Thanks to synchronous-transmissions-based flooding, a multi-hop network can
be abstracted and scheduled like a shared bus. Communication is organized in rounds,
composed of time slots; in each time slot, a node initiates a flood which allows to send
a message to any other node(s) in bounded time. This mimics the operation of classical
field bus, but with a wireless design.

thereby avoiding interference sources localized in time. Moreover, the
predictability of the operation timing in ST-based flooding can be lever-
aged to perform distributed time synchronization. Glossy demonstrated
that sub- μs synchronization accuracy can be achieved in a multi-hop
etwork composed of tens to hundreds of nodes [23]. Since Glossy,
ther flooding strategies have been proposed [27–29], but the overall
rinciple remains the same.

The key benefit of ST is that, thanks to the provided multi-hop
roadcast primitive, the overall communication design can be drasti-
ally simplified. Essentially, one can abstract the underlying multi-hop
opology as a virtual single-hop network, which can be scheduled like

shared bus: any node can send a message to any other node(s) in
he network in bounded time. The only requirement is that no other
ode is using the ‘‘bus’’ at the same time. This design, first proposed
ith the Low-power Wireless Bus protocol [30], has been adapted

nto many flavors (see [31] for a recent survey) with always a similar
oncept: communication is organized in rounds, between which nodes
eep their radio turned off to save energy. Each round is composed
f time slots, which are assigned to certain nodes for communication.
n each of these slots, nodes execute a flooding primitive (e.g., Glossy)
hereby preforming a one-to-all communication (Fig. 4). Consequently,
he complexity of performing reliable multi-hop communication (see
ection 1.2) is significantly relaxed. Thanks to ST, multi-hop commu-
ication is reduced to the scheduling of a single shared resource, a
ell-understood and relatively easy problem [9].
 p

3

A priori, flooding seems to be a wasteful approach: every message
ent by any node will be received and forwarded by every other node
n the network. However, the simplicity and reliability of the approach
ctually pays off. (i) Since the flooding logic is simple, it requires little
ommunication overhead for the coordination of the network; nodes
ostly send application data. (ii) The spatio-temporal redundancy em-

edded in the flooding process makes it very reliable; once a flood is
ompleted, there is hardly ever a need to further retransmit a message
n a subsequent flood. (iii) Finally, since multiple nodes can transmit
imultaneously, the flooding process completes quickly; very close to
he theoretically optimal speed [23].

Thus, with flooding approaches based on ST, the energy cost of
ending one byte of data is relatively high (since this byte will be
etransmitted by all the nodes), but the overall cost for communication
emains relatively small, thanks to the limited protocol overhead and
he absence of need for further retransmissions. The energy efficiency
nd reliability of ST-based flooding has been demonstrated in many
esearch contributions (e.g., [23,32,33]) and showcased in the EWSN
ependability Competitions [34], where all wining solutions in the past

our years (2016 to 2019) were based on ST [27,29,35–37].
The downside of ST is that it is difficult to use in more complex

ystem designs, such as those envisioned for wireless CPS [8]. The
ifficulty stems from the tight timing requirements for successful ST:
o be received reliably, transmissions must be initiated by the different
odes within few μs. Practically, this implies that the runtime execution
f a node is governed by the communication protocol, which makes
he implementation of advanced distributed tasks complex and error-
rone. As a consequence, ST has thus far been mainly used for academic
ndeavors and mostly in wireless sensor network scenarios where the
pplication tasks are typically simple and non-critical. Collecting a new
ensor reading is a task that can usually tolerate being delayed by a few
illiseconds while communication is ongoing. This is not acceptable for
ireless CPS in general.

.4. The dual-processor platform

In CPS, each device must perform application and communication
asks in order to fulfill the overall system functions; this poses the
hallenge of interference between tasks which contend for processor
xecution time. This interference problem can be mitigated by a new
reed of embedded platforms featuring multiple processing cores, such
s the NXP LPC541XX [38] or the VF3xxR [39]. On the one hand, this
elps because applications and communication tasks can be processed
n parallel, but on the other hand, it creates contention for the access
o the resources shared between the cores. Efficient scheduling of
ulti-core platforms is a complex problem and a research field of its

wn.
Instead of resolving contention by scheduling, another approach

roposed in the literature attempts to prevent interference by design.
his principle, soberly called the Dual-Processor Platform (DPP [40]),
onsists in linking two processors with a processor interconnect called
olt (Fig. 5). Bolt [41] provides predictable asynchronous message
assing between two arbitrary processors while decoupling these pro-
essors with respect to time, power, and clock domains. The lower
art of Fig. 5 shows a conceptual view of the DPP, including two
essage queues with first-in-first-out (FIFO) semantics, one for each
irection, which are the only communication channels between the
nterconnected processors. The guiding principle of Bolt design is to
imit the interference between the interconnected processors as much as
ossible, then to provide formally verified bounds on the unavoidable
nterference remaining. Concretely, this means that the Bolt API func-
ions, used by the processors to exchange messages, have hard latency
ounds. The upper part of Fig. 5 shows an early prototype of a DPP.
hanks to the separation of concerns between the scheduling and
xecution of application and communication tasks, the DPP concept

rovides an efficient and predicable architecture for CPS nodes. By
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Fig. 5. Top.Example of a custom-built heterogeneous DPP. Bolt (in the middle)
nterconnects a powerful application processor (TI MSP432 [42]) on the left with a state-
of-the-art communication processor (TI CC430 [43]) on the right. Bottom. Conceptual
view of the Bolt processor interconnect. Using the Bolt ’s API functions (write,
ead, and flush), the processors dedicated to application (AP)and communication (𝐶𝑃 )

can asynchronously exchange messages with predictable latency, while otherwise executing
independently .

entirely dedicating one processor to the application tasks and another
one to wireless communication, we can decouple the timing of com-
munication from the timing of the applications, and therefore facilitate
the integration of ST in a CPS design. Furthermore, this helps to op-
timize performance: each processor can be customized for the specific
operations it has to perform. The division of labor fosters specialization,
thereby reducing the overall energy consumption and execution time;
i.e., maximizing the system’s Efficiency.

.5. Performance evaluation in networking

Over the past decade, low-power wireless communication has made
ignificant progress, which are not limited to ST. The overall level of
erformance has increased, and it is now common to see reports of
acket reception rates above 99% [23,44–46]. The more extreme the
erformance level, the more critical it becomes to confidently assess
erformance. Higher levels of confidence become necessary to argue
bout the differences in protocol design and quantify their performance
rade-offs. Obviously, this is important for academics as it allow com-
aring competing approaches. But it is also important for industry:
hese new and promising technologies will never be adopted unless we
an back up our performance claims confidently. In other words, others
ust be able to replicate our experiments.

In the context of wireless networking, replicable performance evalu-
tion is made particularly challenging by the inherent variability of the
xperimental conditions: the uncontrollable dynamics of real-world net-
orks [47,48] and the unsteady performance of hardware and software

omponents [49,50] can cause a large variability in the experimental
onditions, which makes it hard to quantitatively compare different
olutions [51].

This reproducibility challenge (sometimes even referred to a ‘‘cri-
is’’ [52]) touches all scientific fields, and recently received significant
ttention in computer science [53–55]. Yet, how to practically design
nd execute performance evaluation experiments for wireless protocols
emains a largely open question which is being debated by the commu-
ity [56]. The lack of a standard for evaluating performance prevents
clear comparison of the different approaches, and therefore hinders

he adoption of the technology. When everyone claims to be the best,

ne can hardly trust anyone. s

4

Fig. 6. Overview of the work presented in this paper.

1.6. Recent advances

In this paper, we summarize some of our recent work, in which we
leverage recent advances in the domain of low-power wireless com-
munication, in particular synchronous transmissions, in order to design
wireless CPS providing end-to-end real-time guarantees. Fig. 6 provides
a classification of the contributions, which we introduce below.

• We worked towards more rigorous and reproducible experimental
networking research. In [57], we went beyond simple guide-
lines and proposed the first concrete methodology for designing
networking experiments and analyzing their data. We leveraged
this methodology to propose the first formalized definition of
reproducibility for networking experiments. We implemented our
methodology in TriScale, a first-of-its-kind tool that assists re-
searchers by streamlining the design process and automating the
data analysis (Section 2).

• We proposed and implemented Baloo [58], a design framework
for network stacks based on synchronous transmissions (ST).
Baloo significantly lowers the entry barrier for harnessing the
efficiency, reliability and mobility support of ST: users implement
their protocol through a simple yet flexible API while Baloo
handles all the complex low-level operations based on the users’
inputs (Section 3).

• We demonstrated for the first time that end-to-end real-time
guarantees can be obtained in wireless CPS by leveraging the effi-
ciency and reliability of synchronous transmissions. We proposed
and implemented wireless real-time protocols for two different
design objectives.

– The Distributed Real-time Protocol (DRP [59]) uses con-
tracts to maximize the flexibility of execution between ap-
plication tasks (Section 4).

– Time-Triggered Wireless (TTW [60]) statically co-schedules
all task executions and message transfers to minimize end-
to-end latency (Section 5).

The rest of this paper presents an overview of these contribu-
tions, highlights their underlying key ideas, then concludes with some
directions for future work.

2. Designing replicable networking experiments with TriScale

The ability to replicate an experimental result is essential for making
a scientifically sound claim. Without replicability1 —the ability to

1 Different terminology is used to refer to different aspects of replicability
esearch [61,62]. In this paper, we refer to replicability as the ability of
ifferent researchers to follow the steps described in published work, collect
ew data using the same tools, and eventually obtain the same results, within
he margins of experimental error. This is usually called replicability [63] but
ometimes referred to as reproducibility.
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Fig. 7. Overview of TriScale. TriScale is a framework supporting the design and analysis of networking experiments. TriScale assists the user in the design phase with a concrete methodology
o answer important experiment design questions such as ‘‘How many runs?’’ and ‘‘How long should the runs be?’’ After the raw data are collected, TriScale supports the user by automating
he data analysis. The framework implements robust statistics that handle the intrinsic variability of experimental networking data and returns expressive performance reports along with a
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Table 1
A non-exhaustive list of factors hindering replicability, and selected networking
references addressing them.
Focus of TriScale

Variability in experiment design and data analysis [54,55,64]

Other factors hindering replicability
Lack of documentation [55,65,66]
Artifacts unavailability/unusability [53,67]
Uncontrollability of the exp. conditions [47,48,68–70]
Variability of hardware and software behavior [49,50,71]

assess the validity of claims reported by other researchers—any perfor-
mance evaluation is questionable, at best. In networking, replicability is
a well-recognized problem which stems from several factors ( Table 1).

To be replicable, performance evaluations must account for the in-
herent variability of the experimental conditions—i.e., the environment
n which the experiment takes place—and the variability in hardware
nd software behavior in the system under test as well as in the
easuring system. To facilitate this, the networking community has put

reat efforts into developing testbeds and data collection frameworks,
.g., [68–70]. In addition, several calls for actions have been made to
oster proper documentation [54,55] and artifact sharing [53,63] which
re essential for replicability.

A more subtle but nonetheless important hindering factor for repli-
ability are differences in the methodology used to design an experiment,
nalyze the resulting data, and draw conclusions from the evaluation.
he literature related to this problem is currently limited to generic
uidelines [54,55,72] and recommendations [64,66,73], which leave
pen several critical questions before (How many runs? How long
hould a run be?) and after experiments are conducted (How to process
he data and analyze the results?). Without a concrete methodology,
etworking researchers often design and analyze similar experiments
n different ways, making them hardly comparable [56]. Yet, strong
laims are being made (‘‘our system improves latency by 3×’’) while
onfidence is often discussed only in qualitative ways (‘‘with high con-
idence’’), if at all [70,71]. Furthermore, it is unclear how to effectively
ssess whether an experiment is indeed replicable. We argue that a
oncrete methodology is needed to help resolve this situation.

Hence, we developed such a methodology for the design and anal-
sis of performance evaluations for networking research. In [57], we
ntroduced TriScale, an implementation of our methodology into a
oftware framework making the methodology readily applicable by
esearchers. While we do not claim that our methodology is fitting all
ituations, nor that it is the best one possible, we do find it useful in
any practical cases. At a high level, our methodology features four

ey desirable properties.
5

ationality The methodology rationalizes the experiment design by
linking the design questions (e.g., How many runs?) with the confi-
dence in the performance claims.

obustness The methodology is robust against the variability of the
experimental conditions. The data analysis uses statistics that are
compatible with the nature of networking data and are able to
quantify the expected performance variation shall the evaluation be
replicated.

enerality The methodology is applicable to a wide range of perfor-
mance metrics, evaluation scenarios (emulator, testbed, in the wild),
and network types (wired, wireless).

Conciseness The methodology describes the experimental design and
the data analysis in a concise and unambiguous way to foster
replicability while minimizing the use of highly treasured space in
scientific papers.

Key idea. TriScale’s methodology is based on an analysis of the tempo-
ral characteristics of variability in networking experiments, which we
argue can be decomposed into three timescales, which can be mapped
to specific questions of the experiment design (see Fig. 7). For each
timescale, TriScale applies a set of appropriate and rigorous statistical
methods to derive performance results with quantifiable confidence. For
each performance metric, TriScale computes a variability score that
estimates, with a given confidence, how similar the results would be
if the evaluation were replicated.
Limitations. With TriScale, we provide a concrete methodology that
concretely guides networking researchers through the design of their
experiments and the analysis of the gathered data, while quantifying
the replicability of the performance evaluation. Hence, TriScale comple-
ments prior work toward replicable networking research that mostly
focused on data collection, e.g., [68–70].
Take-away. TriScale is implemented as a Python package [74]. For
each timescale, a dedicated function takes raw data as input, performs
the corresponding test or analysis, returns the results, and produces
data visualizations. We aimed to make TriScale intuitive and easy to
se. For a better impression of its usability, you can run an interactive
emo directly in your web browser [75]. We expect TriScale’s open
vailability to actively encourage its use by the networking community
nd promote better experimentation practices in the short term.

The quest towards highly-reproducible networking experiments re-
ains open, but we believe that TriScale represents an important step-
ing stone towards an accepted standard for experimental evaluations
n networking.
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3. Synchronous transmissions made easy: Design your network
stack with Baloo

As introduced in Section 1.3, Synchronous Transmissions (ST) is an
increasingly used wireless communication technology for low-power
multi-hop networks. Popularized by Glossy [23] in 2011, it has been
proven to be highly reliable and energy efficient, as illustrated by
the EWSN Dependability Competition [34], where all wining solutions
were based on ST [27,29,35–37] (from 2016 to 2019).

A ST primitive refers to a protocol that efficiently realizes broadcast
(i.e., any-to-all communication) in bounded time, usually relying on
flooding. Flooding is a communication strategy that realizes broadcast
by having all receivers of a packet retransmit this same packet to
all their neighbors; the packet is thus ‘‘flooded’’ through the whole
network. ST makes flooding energy and time efficient by letting mul-
tiple wireless nodes transmit the packet synchronously, hence the name
of Synchronous Transmissions. The successful reception of the packet
can be achieved if the transmitters are tightly synchronized, thanks to
constructive interference and the capture effect [20]. The synchronization
requirements vary from sub- μs to tens of μs, depending on the platform
and modulation scheme [20]. Such a broadcast primitive simplifies the
design of network layer protocols: The underlying multi-hop network
can be abstracted as a virtual single-hop network and thus be scheduled
like a shared bus [30].

Since Glossy [23], many flavors of ST primitives have been proposed
to improve performance in terms of reliability, latency, and energy
consumption. To be more resilient to strong interference, Robust Flood-
ing [27] is a primitive that modifies the RX-TX sequence from the
original Glossy, whereas RedFixHop [76] uses hardware acknowledg-
ments to minimize the number of retransmissions required. Instead,
some primitives aim to minimize latency for specific traffic patterns.
For example, Chaos [32] lets all nodes modify the packet being flooded
to quickly aggregate information (e.g., the max value of all sensor read-
ings) or efficiently perform all-to-all data sharing to achieve distributed
consensus [77]. Codecast [78] also targets many-to-many exchange for
a larger amount of data. Pando [79] is another primitive focused on
high throughput, which uses fountain code and packet pipelining for
efficient data dissemination. Syncast [80] aims to reduce the radio
on time required to save energy, while Less is More (LiM) [81] is
a primitive that reduces energy consumption using learning to avoid
unnecessary retransmissions during flooding.

All these primitives share the same drawback: Successful ST requires
low-level control of timers and radio events in order to meet ST
tight synchronization requirements (the order of μs). This degree of
accuracy is difficult to achieve as it requires a detailed knowledge of
the underlying hardware, low-level control of the radio operations, and
a very careful management of software delays. As a result, designing
a network stack based on ST is a complex and time-consuming task,
for which only few solutions have been proposed. One of the first
was the Low-power Wireless Bus (LWB) [30], which tries to flexibly
support all kinds of traffic patterns in a balanced trade-off between
latency and energy consumption. The same group designed eLWB [82],
a variation of LWB tailored to event-based data collection. Sleeping
Beauty [83] was later proposed to minimize energy consumption for
data collection scenarios with many redundant sensor nodes. Time-
Triggered-Wireless (TTW [60], Section 5) was designed to minimize
the end-to-end latency between communicating application tasks. Fi-
nally, Crystal [46] has been proposed as a network stack specialized
for sporadic data collection. All these network stacks solely rely on
Glossy as ST primitive. In principle however, the same protocol logic
could benefit from multiple primitives. For example, an LWB network
could use Robust Flooding [27] in case of high interference, then
revert to Glossy [23] for better time synchronization. If nodes need
reprogramming, the software update can be quickly disseminated using
Pando [79]. Designing a modular network stack supporting multiple ST

primitives adds a new level of complexity.
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Fig. 8. Crystal [46] is a typical example of network stack based on ST (Fig. 8a).
Conversely, Baloo is a flexible design framework. It is based on a middleware layer that
eparates the concern of timely execution of ST primitives from the implementation of
he protocol logic (Fig. 8b).

uestion 1 Can we facilitate the design of wireless network stacks
based on Synchronous Transmission?

uestion 2 Can we implement flexible and adaptive protocols, poten-
tially leveraging multiple ST primitives, while guaranteeing that
the timing requirements of ST are met?

he problem. To facilitate the network stack design (Question 1),
natural idea is to separate the concern of the timely execution of

he primitives from the implementation of the protocol logic. One
ay to achieve such separation of concerns is to use a middleware
s part of the network stack. The idea of a middleware for Wireless
ensor Networks (WSN) is not new, and the main challenge in such an
ndeavor is well-known. As phrased by Mottola and Picco [84], ‘‘striking
balance between flexibility and complexity in providing access to low-level
eatures is probably one of the toughest, yet most important, problems in
SN middleware’’. The design of a middleware for ST is particularly

hallenging. Indeed, meeting the tight timing requirements for ST is
irectly conflicting with the concept of abstraction of a middleware:
ow to guarantee that the network layer does not hinder the timing
ccuracy for ST if it is itself unaware of the execution of the primitives?
hat is Question 2.
he challenge. A middleware for ST should meet the following re-
uirements.

sability The middleware must realize a well-defined interface en-
abling runtime control from the network layer (which implements
the protocol logic) over the execution of the underlying ST primi-
tives.

enerality The middleware must enable the implementation of a large
variety of network layer protocols.

ersatility The middleware must enable one network layer protocol to
use multiple ST primitives and switch between them at runtime.

ynchronicity The middleware must guarantee to respect the time syn-

chronization requirements for ST (from sub- μs to tens of μs [20]).
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Our solution. To address these challenges, we have designed Baloo
[58],2 a flexible design framework for low-power network stacks based
on ST. Baloo provides a large set of features enabling performant pro-
tocol designs, while abstracting away low-level hardware management
such as interrupt handling and radio core control. In summary:

• We proposed Baloo, a flexible design framework for low-power
wireless network stacks based on ST (see Fig. 8).

• We presented the design of a middleware layer that meets all
our requirements. This middleware forms the core component of
Baloo.

• We showcased the usability of Baloo by re-implementing three
well-known network stacks using ST: the Low-power Wireless Bus
(LWB) [30], Sleeping Beauty [83], and Crystal [46].

• We illustrated the portability of Baloo by providing implementa-
tions for two platforms — the CC430 SoC [43] and the old but
still heavily used TelosB mote [85].

• We demonstrated that Baloo induces only limited performance
overhead (memory usage, radio duty cycle) compared to the
original implementations.

ey idea. The core of Baloo is its clean API, based on callback func-
tions, which let the users focus on implementing the protocol logic
without worrying about low-level radio control (interrupt handling,
timer settings, etc..). The API is generic and supports the different
communication primitives. Through this API, multiple primitives can
be used within the same network stack without additional complexity
for the users.
Limitations. Baloo is a tool that facilitate the implementation of ST-
based protocols, but it does not help to design them. The protocol design
space is very large, with many trade-offs to consider depending on the
application use case. This is still a fertile area of research, with recent
proposals including [86–92].
Take-away. Baloo is openly available and is accompanied by a de-
tailed documentation of its features and how to use them [93]. Our
re-implementations of Crystal, Sleeping Beauty, and LWB are also
available. We believe Baloo will be an important enabler for the devel-
opment of real-world applications leveraging state-of-the-art ST tech-
nology.

4. DRP: Flexible real-time guarantees

As introduced in Section 1, Cyber-physical systems (CPS) tightly
integrate components for sensing, actuating, and computing into dis-
tributed feedback loops to directly control physical processes [4].
As many CPS applications are mission-critical and physical processes
evolve as a function of time, the communication among the sensing,
actuating, and computing elements is often subject to real-time require-
ments, for example, to guarantee stability of the feedback loops [19].
These real-time requirements are often specified from an end-to-end
application perspective. For example, a control engineer may require
that sensor readings taken at time 𝑡 are available for computing the
control law at 𝑡+𝐷, where the relative deadline 𝐷 is derived from the
application requirements; e.g., the maximum tolerable delay between a
sensing and a control task, where these tasks are typically executed on
physically distributed devices.

Meeting end-to-end deadlines is non-trivial because data transfers
between application tasks involves multiple other tasks (e.g., operating
system, networking protocols) and shared resources (e.g., memories,
system buses, wireless medium). The entire transmission chain of the
data throughout the system must be taken into account to enable
end-to-end real-time guarantees.

2 The framework provides the ‘‘bare necessities’’ for the design and
mplementation of ST-based network stacks; so we called it Baloo.
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Question 3 Can we provide end-to-end real-time guarantees between
distributed applications in wireless CPS?

uestion 4 Can we do so while preserving runtime adaptability and
flexibility in the timing of task executions?

he problem. Enabling real-time communication between network
nterfaces of sources and destinations in a low-power wireless network
as been studied for more than a decade [94–96]. Today, standards
uch as WirelessHART [97] and ISA100.11a [98] for control appli-
ations in the process industries already exist [99], and considerable
rogress in real-time transmission scheduling and end-to-end delay
nalysis for WirelessHART networks has been made [100,101].

Unfortunately, wireless real-time protocols such as WirelessHART
97] or Blink [102] only provide guarantees for message transmissions
etween network interfaces. These protocols do not handle the applica-
ion schedules; at the source, the message release is typically assumed
eriodic; at the destination, nothing guarantees that the application will
rocess the message in time. Providing end-to-end guarantees between
istributed application (Question 3) demands to combine a wireless real-
ime protocol with the rest of the system; i.e., consider application
chedules and handle interference on shared resources.
he challenge. To support a broad spectrum of CPS applications, a
olution to this problem should fulfill the following requirements.

imeliness All messages received by the destination application meet
their end-to-end deadlines.

eliability All messages received at the wireless network interface are
successfully delivered to their destination application (i.e., no buffer
overflows).

daptability The system adapts to dynamic changes in traffic require-
ments at runtime.

omposability Existing hardware and software components can be freely
composed to satisfy the application’s needs, without altering the
properties of the integrated parts.

Efficiency The solution scales to large systems and operates efficiently
with respect to resources such as energy, wireless bandwidth, com-
puting capacity, and memory.

The main challenge consists in funneling messages in real-time
through tasks that run concurrently and access shared resources. In-
terference on such resources can delay tasks and communication arbi-
trarily, therefore hampering Timeliness, Reliability, and Composability.

Our solution. In [59], we presented DRP, a real-time wireless CPS
hat tackles interference on shared resources by defining (minimal)
onstraints on the application schedules. This is achieved by combining
predictable device architecture with a real-time scheduler for the

ntire system.

redictable device architecture We use the Dual-Processor Platform
(DPP) concept (Section 1.4). The DPP dedicates a communica-
tion processor (𝐶𝑃 ) exclusively to the real-time network pro-
tocol and executes all other tasks on an application processor
(𝐴𝑃 ). The DPP is based on the Bolt interconnect [41], which
decouples two processors in the time, power, and clock do-
mains, while allowing them to asynchronously exchange mes-
sages within predictable time bounds.

Thus, on each device, we decouple the communication and ap-
plication tasks, which can be independently invoked in an event-
or time-triggered fashion. The DPP concept guarantees the faith-
fulness of the network interface (Reliability), supports Compos-
ability, and leverages the recent trend toward ultra low-power
multi-processor architectures, which can be chosen individu-
ally to match the needs of the application and the networking
protocol respectively (Efficiency).
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Fig. 9. High-level overview of the Time-Triggered Wireless (TTW ) architecture.
Real-time scheduler We design the Distributed Real-time Protocol
(DRP), a scheduler that provably guarantees that all messages
received at the application interfaces meet their end-to-end
deadlines (Timeliness) and that message buffers along the data
transfers do not overflow (Reliability).

To accomplish this while being adaptive to unpredictable
changes (Adaptability), DRP dynamically establishes at runtime
a set of contracts based on the current traffic demands in the
system. A contract determines the mutual obligations in terms
of (i) minimum service provided, and (ii) maximum demand
generated between the networking protocol and an application.
DRP contracts define time bounds that can be analyzed to ensure
that end-to-end deadlines are met, while preserving flexibility in
the timing of distributed task executions (Question 4).

In summary, [59] presents the following contributions.

• We designed DRP, a wireless CPS system that provably provides
end-to-end real-time guarantees between distributed applications.
DRP does so by harnessing the benefits of synchronous transmis-
sions (Section 1.3) and building upon the Blink real-time sched-
uler [102] and the Dual-Processor Platform architecture (Sec-
tion 1.4).

• We simulated DRP execution to demonstrate that the provided
bounds are both safe and tight, we implemented the protocol on
embedded hardware, and showcased that it works as expected.

• We made our implementation of DRP publicly available [103],
which includes the Blink scheduler for LWB [30].

Key idea. The key concept of DRP is to (i) physically decouple the
communication protocol from the application tasks (each running on
dedicated communication and application processors), and (ii) guaran-
tee the timeliness of message transmissions throughout the system using
minimally restrictive contracts between the different entities.
Take away. Our proof-of-concept implementation of DRP on embedded
hardware confirmed that DRP appears to be a promising solution for
low-rate applications, such as smart homes, where coexists multiple
context-specific ‘‘applications’’ (e.g., fridge, air-conditioning, lightning)
which would particularly benefit from being scheduled independently
of each other while being able to communicate in real-time.
Limitations. By design, enabling timing asynchrony between the con-
nected applications leads to long end-to-end delays. Therefore, DRP is
ill-suited for latency-sensitive applications, for which we designed a
different system, presented in the next section.

5. TTW : Low-latency real-time guarantees

We revisited the challenge addressed in the previous section: Provid-
ing end-to-end real-time guarantees in wireless cyber–physical systems
(CPS). With the design of DRP (Section 4), we demonstrated that,

by leveraging synchronous transmissions (ST), it is possible to meet
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end-to-end deadlines between distributed tasks communicating through
a multi-hop wireless network. DRP keeps all tasks as independent
as possible; i.e., constraining their schedule as little as necessary to
provide end-to-end guarantees.

Because of that maximal-flexibility principle, the guarantees that
can be provided by DRP are rather ‘‘slow’’: the minimal end-to-end
deadline supported by the protocol is more than two times as large
as a communication round. Furthermore, there is large jitter between
successive task executions and message transmissions. This does not
comply well with the requirements of industrial CPS applications,
which often require short delays (the order of ms) and benefit from
negligible jitter.

Thus, we considered another design objective: Instead of focusing
on flexibility, we aim for minimizing latency and jitter in the system
execution.

Question 3 Can we provide end-to-end real-time guarantees between
distributed applications in wireless CPS?

Question 5 How can we minimize latency and jitter in the application
execution while retaining some level of runtime adaptability?

The problem. To understand the challenges of wireless CPS, it is
helpful to highlight the fundamental difference between a field bus and
a wireless network. In a field bus, whenever a node is not transmitting,
it can idly listen for incoming messages. Upon request from a central
host, each node can wake up and react quickly. For a low-power
wireless node, the major part of the energy is consumed by its radio.
Therefore, energy efficiency requires to turn the radio off whenever
possible to support long autonomous operation without an external
power source. Since nodes are unreachable until they wake up, they
require overlapping wake-up time intervals to communicate.

This observation often results in wireless system designs that min-
imize energy consumption by using communication rounds, i.e., time
intervals where all nodes wake-up, exchange messages, then turn off
their radio [30,58,97,99]. Scheduling policies define when the rounds
take place (i.e., when to wake up) and which nodes are allowed to
send messages during the round. Moreover, CPS do not only exchange
messages, they also execute tasks (e.g., sensing or actuation). Typi-
cally, the system requirements are specified end-to-end, i.e., between
distributed tasks exchanging messages. One option to meet such end-
to-end requirements (Question 3) is to co-schedule the execution of
tasks and the transmission of messages, as proposed in the literature for
wired architectures [104–106]. However, these schedules result from
complex optimization problems which are difficult to solve online, even
more so in a low-power setting. Thus, schedules are often pre-computed
offline, which restricts the runtime adaptability of the resulting system
(Question 5).
The challenge. To support wireless CPS applications in an indus-
trial context, a solution to this problem should fulfill the following

requirements.
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,

Timeliness All distributed applications meet their end-to-end deadlines.

Reliability A large ratio of messages is successfully transmitted over
wireless and conflict-free communication is guaranteed between the
system’s nodes.

Adaptability The system adapts to runtime changes.

Mobility The system supports mobile devices.

Efficiency The system supports short end-to-end latency ( ms), scales to
medium-to-large system sizes, and optimizes its energy consumption
and bandwidth utilization.

Our solution. In [60], we proposed TTW , a solution to the industrial
wireless CPS problem that fulfill these requirements. We do so by
combining co-scheduling techniques, inspired from the wired literature,
with a ST-based wireless system design using communication rounds.

ST provides highly reliable wireless communication (Reliability) and
inherent support for Mobility. A round-based design allows to minimize
the energy consumed for communication, which is a large part of
the total energy budget of a low-power system (Efficiency). The co-
scheduling approach results in highly optimized schedules (Efficiency)
which guarantee to meet the application deadlines (Timeliness). TTW
provides some runtime Adaptability by switching between multiple
pre-computed operation modes, a well-known concept in the wired
literature [107].

The main challenge in realizing such a system is to integrate the
allocation of messages to communication rounds (which is similar to
a bin-packing problem [108]) with a co-scheduling approach (which
typically solves a MILP [109] or an SMT [110–112] formulation). In
summary, [60] presents the following contributions.

• We presented Time-Triggered Wireless (TTW , illustrated in Fig. 9)
a low-power wireless CPS that meets the common requirements
of industrial applications.

• We formulated a joint optimization problem for co-scheduling
distributed tasks, messages, and communication rounds that guar-
antees to meet application deadlines, minimize the energy con-
sumed for wireless communication, and ensures safety in terms
of conflict-free communication, even under packet loss.

• We provided a methodology that efficiently solves this optimiza-
tion problem, known to be NP-hard [113].

• Using time and energy models, we quantified the benefits of
rounds to minimize energy, and we derive the minimum end-to-
end latency achievable.

• We implemented TTW on embedded hardware and demonstrate
that the system is suited for fast feedback control applications.

Key idea. The main challenge in the TTW design is that, with wireless
communication, it is highly beneficial in terms of energy to send
messages in rounds. Thus, the assignment of messages to round (similar
to a bin-packing problem) must be combined to the traditional co-
scheduling approaches, which is non-trivial. We solved this problem
and implemented a multi-mode scheduler that allows critical appli-
cations to seamlessly switch between modes while minimizing the
energy consumption spent for wireless communication. We further
implemented a predictable network stack, called TTnet . Together, these
two pieces form TTW , a publicly available [114] real-time wireless CPS
design.
Limitations. Efficient static scheduling requires a precise model of
the worst-case execution time of the tasks, which may be challenging
to get in practice. Moreover, the synthesis of scheduling tables is
computationally expensive, and does not scale well to large applications
(hundreds of tasks and messages per application’s period).
Take-away. TTW achieves near-optimal end-to-end latency by a tight
coupling in the timing of task executions and message exchanges. Com-
pared to DRP (Section 4), TTW ’s static schedules allow meeting shorter
end-to-end deadlines (Efficiency) at the cost of a lesser Adaptability ;
indeed, TTW ’s runtime adaptability is limited to switching between
predefined operation modes.
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6. Open issues and future work

Benchmarking Wireless Protocols. Our work on TriScale stemmed
from discussions in the low-power wireless community regarding the
need for a benchmark to compare networking protocols [56]. As we
were reflecting on how to design such a benchmark, the need for
a more rigorous experimental methodology became obvious; a need
that TriScale tries to fill. We can now return to our initial objec-
tives and attempt to realize the vision of IoTBench: a benchmark
to thoroughly and confidently compare the performance of wireless
networking protocols [115].
Going further with ST. With the design of Baloo, we attempted to
make ST more accessible; an attempt that appears to be successful.
Less than a year after the initial paper, the first independent studies
using Baloo have been published [116]. There are many opportunities
for future developments of the framework; the most natural being the
port of Baloo to other platforms. It has been shown that the principle
of ST also work on other physical layers that IEEE802.15.4 (e.g.,
Bluetooth [25] and LoRa [26]). To investigate this further, a port to the
LoRa-compatible SemTech SX1262 chip [117] is currently under devel-
opment. A port to the Bluetooth-compatible nRF52840 Dongle [118]
has just been recently released [119]. These would allow to experiment
with ST-based networking on different physical layers and, by lever-
aging (hopefully upcoming) wireless protocol benchmarks, we would
be able to objectively compare the performance trade-offs of these
different technologies in a wide range of scenarios and applications.

On the application side, researchers are starting to harness the ben-
efits of ST for wireless CPS, following the tracks opened by TTW—see
e.g., [92,120].
Dependable networking. One important limitation of the system de-
signs presented in this dissertation is the reliance on a central authority,
which we call host, in order to coordinate communication within the
network. This creates a single point of failure: if the host should
fail (or be jammed), the entire network would stop its operation.
For any safety-critical applications, this is not acceptable. It is there-
fore important to work on system designs that would ‘‘distribute the
responsibility’’ of the host. Recent contributions provide consensus
primitives in low-power networks [25,116,121], an important piece for
fault-tolerance in distributed systems. However, these works rely on a
central authority for key network functions, such as time synchroniza-
tion. More efforts are required to designed truly dependable wireless
networks.
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