BenchCouncil Transactions on Benchmarks, Standards and Evaluations 2 (2022) 100035

KeAi

BenchCouncil Transactions
on Benchmarks, Standards
and Evaluations

Contents lists available at ScienceDirect
BenchCouncil Transactions on Benchmarks,
Standards and Evaluations

journal homepage: https://www.keaipublishing.com/en/journals/benchcouncil-transactions-on-
benchmarks-standards-and-evaluations/

KeAil

CHINESE ROOTS

GLOBAL INPACY

Combating disinformation on social media: A computational perspective R)
Kai Shu |

Department of Computer Science, Illinois Institute of Technology, Chicago 60616, United States of America

ARTICLE INFO ABSTRACT
Keywords: The use of social media has accelerated information sharing and instantaneous communications. The low
Disinformation barrier to enter social media enables more users to participate and makes them stay engaged longer, while
Socﬁal media “}ini“g incentivizing individuals with a hidden agenda to use disinformation to manipulate information and influence
Social computing opinions. Disinformation, such as fake news, hoaxes, and conspiracy theories, has increasingly been weaponized
to divide people and create detrimental societal effects. Therefore, it is imperative to understand disinformation
and systematically investigate how we can improve resistance against it, taking into account the tension
between the need for information and the need for security and protection against disinformation. In this
survey, we look into the concepts, methods, and recent advancements of detecting disinformation from a
computational perspective. We will also discuss open issues and future research directions for combating
disinformation on social media.
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1. Introduction to democracy, justice, public trust, freedom of expression, journalism,
and economic growth [4]. Hence, there is a pressing and necessary need
to tackle digital disinformation.

However, detecting disinformation and fake news with computa-
tional approaches poses unique challenges that make it nontrivial. First,

the data challenge has been a major roadblock because the content

Social media has become the leading platform for individuals to
communicate [1]. In particular, social media is immensely popular
for news dissemination, information sharing, and event participation
due to its capacity to rapidly spread information at scale [2,3]. While
this massive capacity can promote social trust and enhance social
connectivity, it can also facilitate the rampant propagation of disinfor-
mation [4-6]. Such rampant disinformation often leverages the trust

of fake news and disinformation is rather diverse in terms of topics,
styles and media platforms; and fake news attempts to distort truth

and social connectivity of social media users, spreads manipulated
information to foment hatred, and inflicts damages on individuals or
groups. With disinformation growing at unprecedented volumes on
social media disinformation is now viewed as one of the greatest threats
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with diverse linguistic styles while simultaneously mocking true news.
Thus, obtaining annotated fake news data is non-scalable, and data-
specific embedding methods are not sufficient for fake news detection
with little labeled data. Second, the evolving challenge of fake news and
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Table 1
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The comparison with representative fake news detection methods.

Representative Methods News Content

Linguistic Visual

Social Context

User Post Temporal Network

[10-16] v

[17,18] v
[19-21] v v
[22,23]

[24-26]

[27]

[28,29]

[30-32]

A
NSNS

disinformation is another obstacle in this task—fake news is usually
related to newly emerging, time-critical events, which may not have
been properly verified by existing knowledge bases due to the lack of
corroborating evidence or claims. Third, the explainability challenge is
concerned with the development of machine learning algorithms for
disinformation that are explainable. Existing disinformation detection
techniques are often machine learning black boxes that provide little
or no explanation on the detection process. Explainability ensures
that the developed algorithms are transparent, ensuring ethically re-
sponsible and trustworthy algorithms. However, deriving algorithmic
explanations useful for domain experts and enhancing explanations
by understanding and incorporating prior expert knowledge has been
challenging.

We present the recent advancement of learning with weak social
supervision to understand and detect disinformation and fake news on
social media [7]. In particular, these methods are attempting diverse
challenging scenarios towards detecting fake news more effectively,
with explainability, at an early stage, and across domains. We fur-
ther discuss the open issues and future directions along the line of
combating disinformation from a computational perspective.

2. Related work and foundations

Disinformation and misinformation have been an important issue
and attracts increasing attention in recent years [4,8,9]. The openness
and anonymity of social media make it convenient for users to share
and exchange information, but also makes it vulnerable to nefarious
activities. Although the spread of misinformation and disinformation
has been studied in journalism, the openness of social networking
platforms, combined with the potential for automation, facilitates the
dis/misinformation to rapidly propagate to massive numbers of people,
which brings about unprecedented challenges. Specifically, disinforma-
tion is fake or inaccurate information that is intentionally spread to
mislead and/or deceive; misinformation is false content shared by a
person who does not realize that it is false or misleading.

As a representative example of disinformation, we briefly introduce
the related work about fake news detection on social media. Fake news
detection methods generally focus on using news content and social
context [8,33] (as shown in Table 1).

News content contains the clues to differentiate fake and real news.
News content-based features are the most explicit clues for fake news
detection, given that the social media news evaluated are primarily
textual in nature. The prerequisite of news content-based fake news
detection is that the content of fake news should be somewhat different
from truth in some quantifiable way [10]. For news content based
approaches, features are extracted as linguistic-based and visual-based.
Linguistic-based features capture specific writing styles and sensational
headlines that commonly occur in fake news content [11], such as
lexical and syntactic features. However, these methods have difficulty
not only in generalizing hand-crafted linguistic features across top-
ics, languages, and domains but also in utilizing the rich semantic
and contextual information. To address the drawbacks of linguistics-
based methods, the deep neural networks-based methods such as re-
current neural network (RNN) [12,29], convolutional neural networks

(CNN) [13,14], and variational autoencoders (VAEs) [15,16] have
been widely explored in recent years due to their capabilities to au-
tomatically learn latent textual representation and capture complex
contextual patterns of news content.

Visual-based features try to identify fake images [17] that are
intentionally created or capturing specific characteristics for images
in fake news. News with visual information is likely to attract much
more attention from social media users and thus gains a greater range
of information dissemination [18]. Combining visual and linguistic
features have shown better performances than using a single modality
of feature. For example, Jin et al. first proposed a RNN-based automatic
multimodal fake news detection model to fuse the visual and textual
information of the post using an attention mechanism [19]. In addi-
tion, Zhou et al. presented a novel fake news method considering the
correlations across the modalities [20].

In addition to news content, social context related to news pieces
contains rich information to help detect fake news. For social context
based approaches, the features mainly include user-based, post-based
and network-based. User-based features are extracted from user pro-
files to measure their characteristics and credibilities [22,34,35]. For
example, Shu et al. [22] proposed to understand user profiles from
various aspects to differentiate fake news. Yang et al. [23] proposed an
unsupervised fake news detection algorithm by utilizing users’ opinions
on social media and estimating their credibilities.

Post-based features represent users’ social response in term of
stance [24], topics [25], or credibility [29,34]. Network-based features
are extracted by constructing specific networks, such as diffusion
network [27,36], bipartite user-news interaction networks [37], etc.
Propagation-based models assume that the credibility of news is highly
related to the credibilities of relevant social media posts, which several
propagation methods can be applied [24]. Recently, geometric deep
learning such as Graph Neural Networks (GNNs) have been exploited
to detect fake news and shown promising performances [28,30,31]. For
example, Nguyen et al. proposed an inductive heterogeneous graph
representation framework, Factual News Graph (FANG), which can
effectively exploit social structure and engagement patterns of users
for fake news detection [32]. Deep learning models are also applied
to learn the temporal and linguistic representation of news [21,38].
Research also focuses on challenging problems of fake news detection,
such as fake news early detection by adversarial learning [21] and user
response generating [26].

Despite the success of aforementioned fake news detection algo-
rithms, they mostly rely on large amounts of labeled instances to train
supervised models. Such large labeled training data is often difficult to
obtain for disinformation and fake news. Therefore, novel algorithms to
learn with weak social supervision are needed for detecting fake news
effectively, with explanation, at an early stage, and across domains.

3. Advancing disinformation detection

In this section, we will detail the proposed computational ap-
proaches on disinformation detection. We will first introduce a bench-
mark data repository for fake news detection, then describe four
computational tasks on detecting disinformation. These four tasks
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Table 2

The comparison with representative fake news detection datasets [39].
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Datasets News Content Social Context Spatiotemporal
Linguistic Visual User Post Response Network Spatial Temporal

BuzzFeedNews v

LIAR v

BS Detector v

CREDBANK v v v v v

BuzzFace v v v v

FacebookHoax v v v v

NELA-GT-2018 v

FakeNewsNet v 4 v v v v 4 v
address the important aforementioned challenges of data, detection and Publisher
evolving, and establish a principled way of learning with weak social h
supervision for social computing. Specifically, we aim to answer the % l
following questions. First, when we have enough labeled data of news »n @ — 2
content and social context, how to detect fake news more effectively? w \
Second, to involve and benefit domain experts, such as fact-checkers ® _— §
and journalists, how can we make fake news detection results more b2 ot \ g l
understandable? Third, social context may be useful to help detect fake &
news while it takes a long time to aggregate; can we detect fake news P3 ef &

at an early stage and how early can it be? At last, fake news has diverse
topics and obtaining labels for each domain is costly; would auxiliary
information across domains be helpful in detecting fake news? For each
of the task, we will present the technical details of the research issues
and proposed research.

3.1. FakeNewsNet: A Benchmark data repository

The first and most important step to detect fake news is to col-
lect a benchmark dataset. Despite several existing computational so-
lutions on the detection of fake news, the lack of comprehensive
and community-driven fake news datasets has become one of major
roadblocks. Therefore, we create, and curate a multi-dimensional data
repository FakeNewsNet," which contains two datasets with news con-
tent, social context, and spatiotemporal information [39]. It currently
contains two datasets with (23K) news pieces annotated from fact-
checking sites, rich user engagements (691K users, 2M tweets and 2B
network followers) from Twitter.

From Table 2, we observe that no existing public dataset can provide
all possible features of news content, social context, and spatiotemporal
information. The constructed FakeNewsNet repository has the potential
to boost the study of various open research problems related to fake
news study. First, the rich set of features in the datasets provides
an opportunity to experiment with different approaches for fake new
detection, understand the diffusion of fake news in social network and
intervene in it. Second, temporal information enables the study of early
fake news detection. Third, we can investigate the fake news diffusion
process by identifying provenances, persuaders, and developing better
fake news intervention strategies [40].

3.2. Effective fake news detection

In our recent work [41], we investigate effective fake news detec-
tion with social context. The basic idea is that the news ecosystem
on social media provides abundant social context information, which
involves three basic entities, i.e., publishers, news pieces, and users.
Fig. 1 gives an illustration of such ecosystem. In Fig. 1, p;, p, and p; are
news publishers who publish news a,, ..., a, and u, ..., us are users who
have engaged in sharing these news pieces. In addition, users tend to
form social links with like-minded people with similar interests. The tri-
relationship, the relationship among publishers, news pieces, and users,
contains additional information to help detect fake news.

1 https://github.com/KaiDMML,/FakeNewsNet.

Fig. 1. An illustration of tri-relationship among publishers, news pieces, and users,
during the news dissemination process [41].

We propose to use non-negative matrix factorization (NMF) to learn
the news representations by encoding the relations in the heteroge-
neous network with the following objective function:

: _pvT2 _ VANTY) T
D‘UY%gO,pyqux DV'|2 +allY © (A = UTU")||3 + ptr(H" LH)
+ 7lle © BDq - 0)[1% + #lID,p -y, II> + AR

€3]

The proposed framework consists of three major components. First,
the news content embedding learns news representation D by factor-
izing the bag-of-word matrix X. Second, the social context embedding
includes three parts, a user-user embedding from social relations A,
a user-news embedding from spreading relations H, and a publisher—
news embedding from publishing relation B. Specifically, we decom-
pose the matrix A into a user representation matrix U, and T is
the user-user correlation matrix, Y controls the contribution of A,
and © denotes the Hadamard product operation. For the user—-news
embedding, we optimize the graph Laplacian of a matrix H which
consists of user and news representation, and L is the Laplacian matrix.
For the publisher-news embedding, the idea is to utilize publisher
partisan labels vector o and the normalized publisher-news matrix B
to optimize the news feature matrix D, where e is a binary matrix
that indicates the label availability of publishing relations. Third, we
further incorporate a semi-supervised linear classifier to map news
representation D to news label y; with the mapping function p; R is
a regularization terms to avoid overfitting, and a, B, 7, n, and A are
controlling the importance of each component. Experimental results
show that TriFN has better fake news detection performance than
state-of-the-art approaches. More details can be found in [41].

3.3. Explainable fake news detection

In [42,43], we study the explainable fake news detection. Despite
the promising results of existing fake news detection methods, however,
the majority of these methods focus on detecting fake news effectively
with latent features but cannot explain “why” a piece of news was
detected as fake news, which like a black-box. Being able to explain
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Fig. 2. The proposed framework dEFEND for explainable fake news detection [42].

why news was determined as fake from news contents and auxiliary
information is much desirable because: (1) the derived explanation can
provide new insights and knowledge originally hidden to practitioners;
and (2) extracting explainable features from noisy auxiliary information
can further help improve fake news detection performance. We aim
to tackle the following challenges: (1) how to perform explainable
fake news detection that can improve detection performance and ex-
plainability simultaneously; (2) how to extract explainable comments
without the ground truth during training; and (3) how to model the
correlation between news contents and user comments jointly for ex-
plainable fake news detection. The basic idea is that news content
may contain information that is verifiably false and user comments
express users’ opinions, stances, and sentiment towards news content.
News contents and user comments are inherently related to each other
and can provide important clues to detect and explain why a given
news article is fake. Thus, we simultaneously capture top-k check-
worthy news sentences and user comments for fake news detection and
explanation.

Fig. 2 shows the proposed dEFEND. In the figure, x = {s,...,sg}
is the content of a news. C = {c|,...,cp} is the set of comments on
the news. dEFEND consists of news content encoder, comment encoder,
sentence-comment co-attention layer and the prediction layer. The news
content encoder designs an attentive hierarchical GRU to learn represen-
tations of each sentences, denoted as S = {s!,...,sX}. Similarly, com-
ment encoder uses LSTM to learn representations of comments, denoted
as C = {c!,...,cT'}. With S and C, the sentence-comment co-attention
layer models the mutual influences between the news sentences and
user comments to assign larger attention-weights to sentences and
comments that can be used to detect and explain why a piece of
news is fake. The final representation by aggregating representations of
important news sentences and user comments is used for classification.
Experimental results show that dEFEND has better fake news detection
performance than state-of-the-art approaches. Meanwhile, dEFEND can
derive meaningful interpretations from news content and comments.
More details can be found in [42].

3.4. Early fake news detection

In our recent study, we exploit limited information from multiple
sources on user comments (i.e., weak signals), along with text content, to
detect fake news [44]. We observe that users’ posts and comments carry
rich crowd information including opinions, stances, and sentiments that
can help detect fake news for various reasons. First, previous work has
shown that conflicting sentiments among spreaders may indicate fake
news [8,24]. Second, different users have different levels of credibility.
These findings have great potential to provide additional signals for
early detection of fake news. Thus, one can exploit multiple sources
of weak social supervision simultaneously (in the form of weak labels)
from social media to detect fake news.
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Fig. 3. Learning with weak signals from users’ comments to detect disinformation [44].
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Fig. 4. Cross-domain Fake News Detection [45].

To that end, we have developed a framework MWSS jointly exploit
Multiple sources of Weak Social Supervision (see Fig. 3). It utilizes a la-
bel weighting network (LWN) to model the weight of these weak labels
@D, ..., 7#0) to regulate the learning of the fake news classifier f,. The
LWN is a meta-model to produce weights for the weak labels and can
be trained by back-propagating the validation loss of a trained classifier
on a separate dataset. LWN is suitable for early detection of fake news
as LWN only requires news content for prediction. Our results show
that weak supervision from multiple sources provides complementary
information on top of news content; hence, can significantly improve
fake news detection. More details can be found in [44].

3.5. Cross-domain fake news detection

In [45], we study cross-domain fake news detection. We address the
challenge of limited within-domain labeled data for high-performance
fake news detection by leveraging on cross-domain knowledge transfer
and within-domain joint learning. We introduce a principled frame-
work, CrossFND (Cross-domain Fake News Detection) (see Fig. 4). First,
we utilize the embedding layer to encode each comment cy,...,¢; to
obtain the comment representation h,y,,.,; = [c';-;¢'], fine-tuning
BERT with the training data in the source and target domain such that
it learns news representation £..,,,,,,, and pass the user-news interaction
vector u to a nonlinear and linear layer and get &,,,.. Then these repre-
sentation vectors are concatenated and perform two tasks: (i) predicting
whether a piece of news is fake or not with F; and (2) predicting
which domain is the news coming from (i.e., source or target) with
D. The final objective is a minmax function: miny max; L(F) — aL(D);
where L(D) (L(F)) is the cross-entropy loss to predict domain (news)
label. Because we require the model to learn domain-independent
features, we maximize domain loss L(D). This forces the model to
create a representation for news contents that represses domain-specific
features; thus, it tries to deceive the classifier. To meet the objective of
accurately classifying news as fake or authentic, we minimize the fake
news classifier’s loss function L(F). More details can be found in [45].
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4. Open issues and future research

Combating disinformation is an ongoing and continuous challenge
in society. We discuss several emerging open issues for developing com-
putational methods to detect and mitigate disinformation, highlighting
the pressing need for interdisciplinary research.

4.1. Trustworthy Al for combating disinformation

People are reluctant to believe the results of Al-powered disinforma-
tion detection tools as these techniques are often like a black-box and
lack of transparency. However, most of the current methodologies are
data-driven and conducted in a passive fashion, and thus are inadequate
to apprehend knowledge from human intents and demands. Thus, it
is important to adapt learning strategies and acquire knowledge from
human feedback. To establish the explainable methods for combating
disinformation, it is important to investigate: (1) how to transform
the meaningful human cognition into knowledge? (2) how to incor-
porate noisy, incomplete, and complicated human feedback for better
representation learning? (3) how to interpret prediction results with
knowledge reasoning and causal discovery. In addition, it is also crit-
ical to build equitable AI algorithms for detecting disinformation. For
example, disinformation has been targeting marginalized groups, and
it is important to understand how to measure the different types biases
are and their degree in disinformation. Moreover, building a robust
disinformation detector can increase its trustworthy and proactively
considering adversarial attacks on disinformation detection methods
can better guide the development of robust detection models.

4.2. Neural disinformation generation and detection

With the recent development of neural generation models such as
GPT-3 [46] and BART [47], it becomes possible to generate realistic
long documents such as news. There is a growing concern on these
powerful language models being utilized by malicious users to gen-
erate disinformation. Detecting these neural fake news pieces firstly
requires us to understand the characteristic of these news pieces and
the detection difficulty. Some recent work propose to generate topic-
preserving [48] and factual-enhanced [49] synthetic news pieces to un-
derstand the characteristics of machine-generated news. Though recent
advancements on computationally detecting human-written disinfor-
mation show some promising results, it is largely unclear whether these
models can distinguish machine-written disinformation effectively. It is
important to explore: (1) how to generate realistic fake news with neu-
ral generative models to better understand neural-generated fake news?
and (2) how is the capacity of human and machine on differentiating
human-generated and machine-generated fake/real news?

4.3. Online disinformation and its offline impact

Disinformation is widely spread in online social networks and has
been shown to result in offline events. Existing social network studies
are mostly separately conducted to understand user online behaviors
and offline activities in cyber and physical space. However, there is a
growing need to integrate studies of these online and offline space and
investigate their interdependencies. There is a gap to identify and assess
how an online disinformation piece triggers actual behavior changes
in the offline space. To establish the fundamental understanding of
this gap, it is essential to explore: (1) how to discover the behavioral
dynamics that are significant for inducing behavior change among dif-
ferent types of social networks; (2) how to develop high-fidelity models
to understand the behavioral dynamics of transfer and spread among
online and offline communities; and (3) how to build connections and
causal analysis to understand the effects of online disinformation to
the offline real-world events. Interdisciplinary research is much desired
from disciplines such as social science, psychology, and computer
science to deeply understand the aforementioned questions.
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5. Conclusion

With the increasing popularity of social media, more and more
people consume news from social media instead of traditional news
media. However, social media has also enabled the wide dissemination
of disinformation. In this article, we explored the fake news problem by
reviewing existing literature, and discuss recent advancements for com-
putationally detecting fake news with social media data and analysis.
We also further discuss the promising future directions for combating
disinformation and the pressing need for interdisciplinary research.
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