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A B S T R A C T

The global community faces many pressing and uncertain challenges like pandemics and global climate
change. Information technology (IT) infrastructure has become the enabler to addressing those challenges.
Unfortunately, IT decoupling has distracted and weakened the international community’s ability to handle
those challenges.

This article initiates an open-source computer system (OSCS) initiative to tackle the challenges of IT
decoupling. The OSCS movement is where open-source software converges with open-source hardware. Its
essential is to utilize the inherent characteristics of a class of representative workloads and propose innovative
abstraction and methodology to co-explore the software and hardware design spaces of high-end computer
systems, attaining peak performance, security, and other fundamental dimensions. I discuss its four challenges,
including the system complexity, the tradeoff between universal and ideal systems, guaranteeing quality of
computation results and performance under different conditions, e.g., best-case, worst-case, or average-case,
and balancing legal, patent, and license issues.

Inspired by the philosophy of building large systems out of smaller functions, I propose the funclet abstrac-
tion and methodology to tackle the first challenge. The funclet abstraction is a well-defined, evolvable, reusable,
independently deployable, and testable functionality with modest complexity. Each funclet interoperates with
other funclets through standard bus interfaces or interconnections. Four funclet building blocks: chiplet, HWlet,
envlet, and servlet at the chip, hardware, environment management, and service layers form the four-layer
funclet architecture. The advantages of the funclet abstraction and architecture are discussed. The project’s
website is publicly available from https://www.opensourcecomputer.org or https://www.computercouncil.org.
. Introduction

The complex interactions between human activities and the earth’s
cosystem lead to two pressing challenges: the COVID-19 pandemic
nd global climate change. The study, published on 10 March in The
ancet [1], says that the actual number of lives lost to the COVID-
9 pandemic by 31 December 2021 was close to 18 million. That far
utstrips the 5.9 million deaths that were reported to various official
ources for the same period [2]. This dire situation poses a heartbroken
hallenge to our seniors and children. On the other hand, due to climate
hange [3], more frequent and intense drought, storms, heatwaves,
ising sea levels, melting glaciers, and warming oceans can directly
hreaten the survival of humans and wild animals.

In addition to the global society’s strong support and action, the
cience and technology society bears the burden of tackling those chal-
enges. Unfortunately, the growing political gaps among people with
eviated viewpoints tear apart the science and technology community.
ndeniably, human societies have undergone disparate political sys-

ems with varying extents of political rights and civil liberties — how-
ver, the trend converges. For example, almost every nation abolished
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slavery in favor of human rights; Almost every country acknowledges
the rule of law, though the processes and meaning vary wildly. In the
short term, there may be a spikey political gap. However, the gap has
been closing for a long time. The temporally increasing political gaps do
not justify the technology decoupling. Instead, technology decoupling
will weaken the global community’s capability to handle the pressing
challenges, which adversely shakes the foundation of the worldwide
community. IT is one of the enablers underpinning effective plans and
actions addressing those challenges [4–7]. IT decoupling threatens the
shared IT infrastructure and hence the shared future.

Technology decoupling and export control between nations will
increase costs and lower productivity [8]. The dire IT decoupling
distracts and weakens human beings’ ability to address those pressing
challenges. This calls for our wisdom and actions to unify our science
and technology community. The open science initiatives [9–12,12,13]
partially responded to it.

As shown in Fig. 1, this article initiates an open-source computer
system movement (in short, OSCS) where open-source software con-
verges with open-source hardware. High-end computer systems serve
ttps://doi.org/10.1016/j.tbench.2022.100038
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Fig. 1. The essential of the open-source computer systems (OSCS) initiative.
s the cornerstone of IT infrastructure, and their components like Chips
r Operating Systems are the basis for building the IT infrastructure.
he OSCS initiative chooses high-end computer systems as its target
o relieve the side effect of IT decoupling. To generate a positive
hange force to overcome the ecosystem inertia, I use Zhan’s laws
f technology [8] to guide this project (The laws of technology are
ummarized in Section Two). On the one hand, the OSCS initiative will
enerate a positive change force through the open-source movement.
n the other hand, it proposes an innovative methodology to improve

he efficiency or other fundamental dimensions to generate the change
orce. The OSCS essential is to utilize the inherent characteristics of

class of representative workloads (benchmarks [14]) and propose
nnovative abstraction and methodology to co-explore the software and
ardware design spaces of high-end computer systems, attaining peak
erformance, security, and other fundamental dimensions.

I discuss the four challenges of the OSCS initiative. The first chal-
enge is the daunting system complexity witnessed by the high-end
omputer system and the processor ecosystem. The second challenge is
ow to perform the tradeoff between universal and ideal systems. For
ach class of representative workloads, there should be an ideal system
rchitecture instead of a universal system where the performance,
ost, or energy overhead of universality –‘‘Turing Tax’’, or ‘‘Turing
ariffs’’ – cannot be avoided [15]. The third challenge is to propose
he methodology and tools to aid the community in designing systems
ith guaranteed quality of computation results and performance under
ifferent conditions, e.g., best-case, worst-case, or average-case. Last
ut not least, it is how to balance legal, patent, and license issues of
he OSCS initiative.

To tackle the first challenge, I propose the funclet abstraction and
ethodology. The funclet abstract represents the common proprieties

f basic building blocks at different layers: each funclet is a well-
efined, evolvable, reusable, independently deployable, and testable
unctionality with modest complexity; Each funclet interoperates with
ther funclets through the standard bus interfaces or interconnections.
our basic building blocks are chiplet, HWlet, envlet, and servlet at
he chip, hardware, environment management, and service layers, and
hey form the four-layer funclet architecture. I present a three-tuple
funclet set architecture (FSA), organization, system specifics): the FSA
efers to the actual programmer-visible function set [16], serving as the
oundary between two adjacent layers and among different funclets in
he same layer; The organization includes the high-level aspects of how
unclets in the same layer and adjacent layers collaborate; The system
pecifics describe the design and implementation of the system built
rom funclets.

The structure of this article is as follows. Section Two presents the
ackground knowledge of Zhan’s three laws of technology. Section
hree justifies the motivation for the OSCS initiative. Section Four
iscusses the challenges. Section Five presents the funclet methodology.

ection Six concludes.

2

2. Background

Zhan’s three laws of technology provide a simple theoretical frame-
work to explain and predict the rise or fall of a technology [8]. In
this article, I use Zhan’s three laws of technology [8] as a theoretical
framework to analyze the potential and pitfall of the OSCS initiative.
This section briefly introduces this framework.

The first law is on the obstacle to new technology: technology
inertia. Not only end-users but also industry users stick to the existing
technology, named consumer inertia and ecosystem inertia. The user
size will keep constant unless a non-zero net technology change force
acts on it. The second law reveals where the power of new technol-
ogy comes from. The change in user size is proportional to the net
technology change force. The corollary of measurement of technology
change force is how to measure the net change force. By creating a
brand-new technology or improving an existing technology in terms of
user experience, costs, efficiency, or other fundamental dimensions by
several orders of magnitude can the new technology generate a positive
change force. In improving an existing technology, a new or different
ecosystem will generate a negative change force 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚, which is
the side effect of ecosystem inertia. Meanwhile, different use which
results in a learning cost will generate a negative change force 𝐹𝐿𝑒𝑎𝑟𝑛.
According to the Equation in Table 1, the net change force 𝐹𝑡 is the
sum of six components: 𝐹𝐿𝑒𝑎𝑟𝑛, 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚, 𝐹𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒, 𝐹𝐶𝑜𝑠𝑡, 𝐹𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦,
𝐹𝑂𝑡ℎ𝑒𝑟. Table 1 summarizes the three laws and five corollaries together.
Table 2 explains the symbols in the formula in Table 1.

Table 3 presents how to use Zhan’s laws of technology to analyze the
rise or fall of a technology, the details of which are available from [8].

3. Motivation

As shown in Fig. 2, this section explains the motivations from two
perspectives: Why is IT decoupling not wise? Why launch the OSCS
initiative?

3.1. Why is IT decoupling not wise?

IT infrastructure is the backbone of human society and the enabler
that copes with the global pandemic and climate change challenges.
For example, the scientific and engineering community heavily relies
upon supercomputers to find the COVID-19 drugs and model climate
change [17–19]. IT decoupling will hinder knowledge sharing and en-
gineering collaboration, weakening our ability to handle pressing chal-
lenges. The decoupled IT communities must address severe challenges
separately and amortize the unaffordable research and development
costs from software and hardware.

The corollary of technology openness of Zhan’s three laws of tech-
nology [8] clearly stated that contrasted with a closed ecosystem
controlled by one entity, allowing the division of labor among con-
tributors who share an open technology ecosystem improves the gross
productivity and lowers the cost amortized on each contributor. Supply

chain decoupling and technology export control between nations will
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Table 1
The OSCS initiative uses Zhan’s three laws of technology to decide the project’s goal and strategy. The three laws and three
corollaries used in this article are summarized while omitting the other two corollaries. The full details are shown in [8].
Law or Corollary name Formula

Law of technology inertia 𝛥𝑈𝑡 = 𝑈(𝑡+𝛥𝑡) − 𝑈𝑡
𝛥𝑈𝑡 = 0 , 𝑈 𝑖𝑠 𝑎 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟

Law of technology change force 𝛥𝑈𝑡 ∝ 𝐹𝑡 , 𝑈 𝑖𝑠 𝑎 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟

Law of technology change action and reaction 𝐹𝐸𝑚𝑒𝑟𝑔𝑖𝑛𝑔 = −𝐹𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔

Corollary of measurement of technology change force
𝐹𝑡 = 𝐹𝐶𝑟𝑒𝑎𝑡𝑒 + 𝐹𝐿𝑒𝑎𝑟𝑛 + 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚
or
𝐹𝑡 = 𝐹𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒 + 𝐹𝐶𝑜𝑠𝑡 + 𝐹𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 + 𝐹𝑂𝑡ℎ𝑒𝑟 + 𝐹𝐿𝑒𝑎𝑟𝑛 + 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚

Corollary of technology breakthrough 𝐵 = 𝐹∕𝑈 , 𝑈 𝑖𝑠 𝑎 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟

Corollary of technology openness
𝑃 = 𝑝 ∗ 𝑈𝑖, 𝑐 = 𝐶∕𝑈𝑖
𝑃 = 𝑝 ∗ 𝑈𝑖∕𝑀 , 𝑐 = 𝐶 ∗ 𝑀∕𝑈𝑖
𝑃 = 𝑝 ∗ 𝑈𝑖∕𝑁 , 𝑐 = 𝐶 ∗ 𝑁∕𝑈𝑖
Fig. 2. The motivation for launching the open-source computer systems (OSCS) initiative.
o
t
c
u
𝐹

Table 2
The explanations of symbols in Table 1 [8].

Symbol Explanation

𝛥 Difference operator
∝ Proportional operator
𝛴 Summation operator
𝑈𝑡 User size varying with time
𝑈𝑖 Size of industry users
𝐹𝑡 Net technology change force varying with time
𝐹𝐸𝑚𝑒𝑟𝑔𝑖𝑛𝑔 Change force acting on emerging technology
𝐹𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔 Change force acting on existing technology
𝐹𝐶𝑟𝑒𝑎𝑡𝑒 Change force resulted from creating a brand-new technology
𝐹𝐿𝑒𝑎𝑟𝑛 Change force resulted from learning cost
𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚 Change force resulted from ecosystem deviation
𝐹𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒 Technology change force resulted from user experience
𝐹𝐶𝑜𝑠𝑡 Change force resulted from cost
𝐹𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 Change force resulted from efficiency
𝐹𝑂𝑡ℎ𝑒𝑟 Change force resulted from other fundamental dimensions
𝐵 Technology breakthrough
𝑃 Gross productivity
𝐶 Total cost
𝑀 Number of decoupled supply chains
𝑁 Number of nations
𝑐 Cost
𝑝 Productivity of each contributor (industry user)

increase costs and lower productivity. The dire IT decoupling will
distract and weaken human beings’ ability to handle those pressing
challenges. This calls for our wisdom and actions to unify our science
and technology community. The open science initiatives [9–12,12,13]
partially responded to it.

3.2. Why launch the OSCS initiative?

The open-source software movement has become mainstream, like
closed-source ones. The open-source software outspring includes Linux,
Android, and many other software stacks. Opensource hardware is
3

sporadic with a handy of hardware components that attain the per-
formance and reliability that amount to the commodity components.
However, it is far from ready to handle IT decoupling challenges.

First, as demonstrated in Table 4, IT infrastructure like high-end
computer systems kept closed even open-source movement makes ex-
cellent progress. As shown in Fig. 2, high-end computer systems not
only serve as the cornerstone of the IT infrastructure, but its compo-
nents, like chips, hardware, OS, toolchain, and middleware, are also
the basis for building IT infrastructure. So high-end computer systems
are vital to addressing the challenges of IT decoupling.

The Open Compute Project Foundation (OCP) [30] was initiated in
2011 with a mission to open-source datacenter hardware (warehouse-
scale computing) in mind; it still makes little progress in essential
components. RISC-V [31] is an open standard instruction set architec-
ture (ISA) following reduced instruction set computer (RISC) principles.
The open-source chip project like RISC-V is promising as it is provided
under open source licenses that do not require fees to use, unlike most
other ISA designs [31]. For example, Institute of Computing Technology
at Chinese Academy of Sciences has showcased progress on a fully
open-source RISC-V processor, XiangShan, or ‘‘Fragrant Hills’’ [32],
which is promising in competing Arm counterparts.

Second, fundamental changes in technology favor domain-specific
hardware and software co-design, e.g. end of Dennard scaling, ending of
Moore’s Law, Amdahl’s Law and its implications for ending ‘easy’ multi-
core era [33,34]. In the new golden age of computer architecture,
it is essential to consider software and hardware together. So it is
time for opensource software movements to converge with opensource
hardware movements.

Third, merely repeating the methodology and process and replicat-
ing the closed-source counterpart will not succeed directly. According
to the law of technology change force [8], the open-source initiative
will make 𝐹𝐶𝑜𝑠𝑡 > 0. Improving the closed-source counterpart in terms
f user experience, costs, efficiency, or other fundamental dimensions,
he open-source one can generate other positive components of the
hange force, e.g., 𝐹𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒 – technology change force resulted from
ser experience, 𝐹𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 – change force resulted from efficiency,

– change force resulted from other fundamental dimensions.
𝑂𝑡ℎ𝑒𝑟
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Table 3
The analysis of thirteen successful IT using Zhan’s three laws of technology [8]. The essential of using those laws is to measure the components of change force. The net change forces
decide each technology’s rise or fall. Contrasted with a closed ecosystem controlled by one entity, allowing the division of labor among contributors sharing an open technology
ecosystem improves the gross productivity and lowers the costs amortized on each contributor [8]. Decoupling the supply chain will increase costs and lower productivity [8].

Technology Rivals 𝐹𝐿𝑒𝑎𝑟𝑛 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚 𝐹𝐶𝑟𝑒𝑎𝑡𝑒 𝐹𝐶𝑜𝑠𝑡 𝐹𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝐹𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒 𝐹𝑂𝑡ℎ𝑒𝑟 Closed/Open Supply Chain

Deep learning Shallow neutral networks 0 <0 / <0 / / ≫0 (accuracy) Open Coupling
WWW No <0 <0 ≫0 / / / / Open Coupling
Google No <0 <0 ≫0 / / / / Closed Decoupling
Facebook No <0 <0 ≫0 / / / / Closed Decoupling
Internet No <0 <0 ≫0 / / / / Open Coupling
RAID Single large expensive disk 0 0 / >0 >0 / / Open Coupling
Android Windows Mobile, Symbian, iOS, Linux <0 0 / >0 / >0 >0 (Google ecosystem) Open Coupling
iOS Windows Mobile, Symbian <0 <0 / <0 / ≫0 >0 (AppStore) Closed Coupling
Windows DOS <0 0 / / / >0 / Closed Coupling
Linux UNIX 0 0 / >0 / / / Open Coupling
UNIX Multics <0 <0 / / >0 / >0 (standard) Closed Coupling
ARM X86, RISC 0 0 / / >0 / >0 (energy efficiency) Closed Decoupling
RISC CISC 0 0 / / >0 / / Closed Decoupling
Table 4
Eight categories of high-end computer systems.

Domain Benchmark [14] Metrics Status OSCS target

Planet-scale computers (Distributed IoTs,
Edges, and datacenter systems) [20]

ScenarioBench [21] Undefined Not yet mature Yes

AI for science SAIBench [22] Undefined Not yet mature Yes
Deep learning AIBench [23] or MLPerf [24,25] State-of-the-quality Mature No
Metaverse MetaverseBench [26] N/A Not yet mature Yes
High performance computing HPCC [27] FLOPS Mature No
Warehouse-scale computing N/A Throughput, Tail latency Mature No
Big Data BigDataBench [28] or BigBench [29], Throughput, Quality of services, turnaround Mature No
Cloud computing N/A System utilization, Quality of services Mature NO
(
(
(
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It is necessary to take other actions to generate other positive com-
onents of the change force. On the one hand, it is essential to leverage
he inherent characteristics of a class of representative workloads (The
econd category of benchmarks in [14]) to co-explore the software and
ardware architecture space [33,34]. On the other hand, it is necesary
o develop new abstraction, methodology, and architecture in the OSCS
nitiative.

Fourth, being compatible with the ecosystem and users’ learning
abits is essential. Not only end-users but also industry users stick
o the existing technology, which is consumer inertia and ecosystem
nertia [8]. According to the corollary of measurement of technology
hange Force of Zhan’s laws of technology, A new ecosystem or the
eviation from existing technology ecosystems will generate a negative
hange force 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚; Different use, which results in an end-user

learning cost, will generate a negative change force 𝐹𝐿𝑒𝑎𝑟𝑛.
I conclude the essence of the OSCS initiative. The OSCS initia-

ive has four implications. (1) It is an open-source movement where
oftware converges with hardware. (2) It is to utilize the inherent char-
cteristics of a class of representative workloads (The second category
f benchmarks in [14]). (3) Instead of re-inventing the wheel, it is
o propose innovative abstraction and methodology to co-explore the
oftware and hardware design space to attain peak performance, secu-
ity, and other fundamental dimensions. (4) it emphasizes compatibility
ith the ecosystem and users’ learning habits. Fig. 1 reveals the essence
f the OSCS initiative visually.

According to the Corollary of measurement of technology change
orce, the goal of the strategy is to maximize the positive value of
he net change force. High-performance computing, cloud computing,
nd warehouse-scale computing are mature. Hence, generating a net
hange force that breaks through the technology inertia is much more
hallenging, i.e., improving an existing technology in terms of user ex-
erience, costs, efficiency, or other fundamental dimensions by several
rders of magnitude. So I choose three emerging areas: planet-scale
omputers, which redesign the IoTs, edges, data centers and networks
s a computer [20], AI for sciences, and Metaverse as the initial three
argets of the OSCS initiative. I enforce the following strategies for each
lass of systems to maximize the net change force. (1) open-source
4

initiative, which makes 𝐹𝐶𝑜𝑠𝑡 > 0; (2) sharpen the edges like efficiency
𝐹𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 > 0, and the other fundamental dimension 𝐹𝑂𝑡ℎ𝑒𝑟 > 0;
3) provide the compatible ecosystem and lower the learning cost.
𝐹𝐿𝑒𝑎𝑟𝑛 = 0, 𝐹𝐸𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚 = 0).

. The challenges

This subsection will present the high-level challenges of the OSCS
nitiative. Low-level challenges are thoroughly discussed in [20,22,26].

(1) The challenge of system complexity.
I demonstrate the system complexity from two dimensions: the

igh-end computer systems and the processor ecosystem.
As shown in Fig. 2, high-end computer systems are the cornerstone

f IT infrastructure with daunting complexity. As a case study, I review
he state-of-the-art supercomputers on the Top 500 list [35]. Fugaku
eld the No. 1 position that it first earned in June 2020. Fugaku
s based on Fujitsu’s custom ARM A64FX processor, each with four
UMA nodes. With each NUMA node having 12 compute cores, each
rocessor has 48 cores. Fugaku has 7,630,848 cores – using Fujitsu’s
ofu-D interconnect to transfer data between nodes– achieving an HPL
enchmark score of 442 Pflop/s [35]. High-end computer systems are
vivid demonstration of system engineering and art.

As I earlier analyzed in [8], an entire ecosystem of X86, ARM, or
ISC-V processors consists of SoC (a system on a chip), ISA (Instruc-

ion Set Architecture), OS (operating system), toolchain, middleware,
nd applications. It is far beyond the reach of state-of-the-art and
tate-of-the-practice open-source projects. Even considering only the
omponents, modern systems like Systems on Chips (SoCs) or Operating
ystems have growing complexity that leads to a design productivity
risis [36]. For the SoC, the chipmaker shrinks different functions at
ach node and packs them onto a monolithic die, which becomes more
omplex and expensive at each node [37].

The high-end computer systems in Table 4 require aggressive, tact-
ul, and coordinated plans for open-source computer systems.

(2) The tradeoff challenges between universal and ideal systems.
Turing [38] proposed the idea of a ‘‘universal’’ computing device – a

ingle device that can implement any computable function. However, it
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will introduce ‘‘Turing Tax’’, or ‘‘Turing Tariffs’’ [15]: the performance,
cost, or energy overhead of universality — the difference between a
special-purpose device and a general-purpose one. Because industrial
users adhere to existing products, tools, platforms, and services for
investment protection — so-called ecosystem inertia [8], the user tends
to opt for the universal systems or much narrow-scope general-purpose
systems like GPGPUs. Modern systems, e.g., Systems on chip (SoCs)
or Operating Systems, have growing complexity that leads to a design
productivity crisis [36], and the communities cannot afford the cost of
building new systems. That is another reason users prefer the universal
or much narrower-scope general-purpose systems.

However, the new technology trends have gained momentum. The
agile software and hardware process and methodology [36,39] enables
small-team to build competitive high-performance microprocessors and
software systems quickly. For each class of representative workloads,
there should be an ideal system architecture instead of a universal
system. Single-purpose system is not preferred; however, it is reason-
able to tradeoff between the universal and ideal systems. Specifically,
it motivates each class of workloads to explore the ideal architecture
space.

(3) The challenges of guaranteeing the quality of computation re-
sults and performance under best-case, worst-case, or average-case.

Modern systems care about performance and value the quality of
their computation results. For example, the deep learning community
has come to terms with accepting the time of training an AI model to
achieve a state-of-the-art quality as the primary metrics [23,25,40] in
evaluating the system, which values both systems and algorithms.

I think the community should consider the quality of computation
results and performance under different cases like best-case, worst-case,
or average-case as first-class constraints in system design, implementa-
tion, verification,1 and validation.2 For example, how does a system
achieve state-of-the-art quality with the 99th tail latency of fewer than
100 milliseconds? How to estimate or guarantee the performance and
quality that satisfy a threshold in the best case (1 out of 1000) –
consider the case of searching for alien civilizations? How about the
average case? The design, implementation, verification, and validation
costs vary wildly in different cases. The designers need to propose a
new methodology to design, implement, verify and validate the systems
with guaranteed confidence in quality and performance. Proposing the
appropriate metrics is the first step in any-case system challenges. It
is pressing to propose a new design, implementation, verification, and
validation methodology and tool to address any-case system challenges.

I do not mean that these issues were totally overlooked in the
past. HPC communities have much expertise in the tradeoff between
performance and accuracy. Langou et al. [41] exploit single-precision
operations whenever possible and resort to double-precision at critical
stages while attempting to provide the full double precision results.
The real-time system community [42] considered the hard and soft
deadlines as first-class design constraints. In warehouse-scale comput-
ing [43], the tail latency of large-scale internet service – worst-case
latency expressed in a percentile term, e.g., 98th, 99th – becomes
the primary metric that outweighs the average latency. Lu et al. [44]
claimed the modern data center operating system should gracefully
achieve disparate performance goals in terms of both average and
worst-case performance.

(4) The challenges of balancing legal, patent, and license issues.
In the past several decades, many different software models have

become mainstream, such as the proprietary software product vendor
model, the custom software developer model, advertising-supported
software, and web-delivered software as a service [45]. How the OSCS

1 Verification determines whether each component and the assembly of
omponents correctly meets its specification through testing(‘‘Are we building
he thing right?’’) [36].

2 Validation ensures that the product serves its intended purposes (‘‘Are we
uilding the right thing?’’) [36].
5

initiative interacts and impacts those models? The license and patent
policy may significantly impact that process. The situation becomes
much more complex, especially considering the potential issues that
may come to courts with the commercial project that hybridizes pro-
prietary and open-source mechanisms [45]. Legal issues like long-arm
jurisdiction in export control further complicate these situations.

The OSCS initiative is not a perfect plan. Also, it has several side ef-
fects. The most prominent one is how to prevent extremists or terrorism
from leveraging open-source high-end computer systems.

5. The funclet methodology

This section presents the methodology for tackling the first chal-
lenge. I left the other challenges in the future work.

When the IT pioneer Gordon Moore [46] envisioned the future,
he concluded ‘‘it might prove to be more economical to build large
systems out of smaller functions, which are separately packaged and
interconnected’’. Inspired by this philosophy of building large systems
out of smaller functions, I propose the funclet methodology. First, I
present the funclet abstraction, then the funclet architecture.

The funclet abstract represents the common proprieties of basic
building blocks at different layers. Each funclet has the following
characteristics. (1) each contains a well-defined and evolvable func-
tionality with modest complexity (2) each can be reusable in different
contexts. (3) each can be independently tested and verified before
integrating. (4) each can be independently deployable. (5) each can
interoperate with other funclets through a well-defined bus interface
or interconnection.

As shown in Fig. 3, I propose a four-layer funclet architecture. As
a start, I reuse two emerging concepts to describe funclet at the first
and fourth layers, and then I elaborate on the other layers. The first-
layer funclet is a chiplet, which is an integrated circuit (IC) with modest
complexity, providing well-defined functionality [37,47]; it is designed
to be susceptible to integration with other chiplets, connected with a
die-to-die interconnect scheme [37,47]. A chiplet differs from the tradi-
tional, monolithic system on chip (SoC) in the following way [37,47]: a
chipmaker can mix and match chiplets to reduce product development
times and costs by integrating pre-developed die in an IC package [37,
47].

The fourth-layer funclet is a servlet, an independently deployable
and evolvable component that severs users with a well-defined and
modest-complexity functionality. A servlet supports interoperability
through standardized software bus [48]. Microservice [48] is a form
of a servlet. Another related concept is cloud functions [49]. Cloud
functions package as Function as a Service (FaaS) offerings [49], which
represents the core of serverless computing. Cloud functions are the
general-purpose elements in serverless computing, leading to a simpli-
fied and general-purpose cloud programming model [49].

The second-layer funclet is an HWlet, an independently deployable,
replaceable, and accessible hardware component, e.g., CPU, memory,
storage. An HWlet could be aggregated into a resource pool with low la-
tency and high bandwidth interconnection. I explain the HWlet concept
in the context of an aggregated architecture [50–52]. For example, an
HWlet could be a commodity memory module in a disaggregated mem-
ory design. Multiple compute blades can access an array of commodity
memory modules that are encapsulated in a separate shared memory
blade via a shared blade interconnect [52].

The third-layer funclet is an envlet, which is an independently
deployable and evolvable environment component with well-defined
functionality that supports the management of servlets. Envlets can
interoperate through interconnections to form a management infras-
tructure. In the context of serverless computing, BaaS (Backend as a
Service) [49] is a form of envlet. BasS provides the management ser-
vices for cloud functions, responsible for the latter’s automatic scaling
with no need for explicit provisioning and usage-based billing [49].
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Fig. 3. An instance of the four-layer funclet architecture.
I use a methodology inspired by the computer architecture commu-
ity to explicitly specify how funclets work together. I first present the
ethodology from the computer architecture community [16]. Then I

laborate on my proposed methodology.
In computer architecture, the terms instruction set architecture

ISA), organization or microarchitecture, and hardware are used to
escribe the architecture — the computer’s design and implementa-
ion [16]. The ISA refers to the actual programmer-visible instruction
et, serving as the boundary between the software and hardware [16].
he organization includes the high-level aspects of a computer’s design,
uch as the memory system, the memory interconnects, and the design
f the internal processor or CPU [16]. The hardware refers to the
pecifics of a computer, including the detailed logic design and the
ackaging technology of the computer [16].

I use a three-tuple {funclet set architecture (FSA), organization,
ystem specifics} methodology to describe the funclet architecture,
s shown in Fig. 3. The FSA refers to the actual programmer-visible
unction set [16], serving as the boundary between two adjacent lay-
rs and among different funclets in the same layer. The organization
ncludes the high-level aspects of how funclets in the same layer and
djacent layers collaborate. The system specifics describe the design
nd implementation of a system built from funclets.

The funclet methodology specifies the architecture space in terms of
FSA, organization, system specifics). There is an explosive architecture
pace when searching for the optimal design. There is a pressing need
or tools aiding the exploration of the funclet architecture. As each
hiplet, HWlet, envlet, and servlet provide narrow-scoped function-
lity, it is essential to align the functions of the funclets that have
imilar resource-consumption characteristics for whole-stack optimiza-
ion and resource management. In this context, the implication of
he open-source computer systems initiative is to utilize the inherent
haracteristics of a class of representative workloads to co-explore the
ardware and software design space in terms of (FSA, organization,
ystem specifics) to attain peak performance and security.

I call the traditional system architecture, which consists of a mono-
ithic chip, hardware, management environment, and application or

ervices — the monolithic architecture. Meanwhile, some architectures

6

have partially used the chiplet, microservice, or cloud functions, which
I call hybrid architecture.

The advantage of the funclet architecture is four-fold. (1) it in-
creases technology openness, improves productivity, and lowers cost.
The funclet philosophy and methodology facilitate the contributors to
focus on each funclet, allowing the efficient division of labor among
contributors sharing an open technology ecosystem [8]. It finally im-
proves the gross productivity and lowers the cost amortized on each
contributor [8]. (2) it can help tackle the challenge of the complexity
of computer systems from the horizontal and vertical dimensions. The
system is divided among chiplet, HWlet, Envlet, and servlet from the
vertical dimension. The system is described from FSA, organization,
and system specifics from the horizontal and vertical dimensions. (3)
it can help optimize the whole-stack system. With the close alignment
of the functions of a servlet, Envlet, HWlet, and chiplet, the system
can be optimized across the whole stack for narrow-scoped workloads
with similar characteristics, e.g., resource requirements. (4) it can
improve the reusability. Each funclet can be independently designed,
implemented, and tested. Finally, the users can assemble the funclets
into a complex system. (5) it can improve reliability. Before assembling,
each funclet can be independently deployed and tested, enhancing the
whole system’s reliability.

Here, I emphasize the goal of the funclet architecture is not to
replace all the monolithic or hybrid architectures. Instead, the former
complements the latter. Similarly, Zhan’s three laws of technology [8]
will govern how they compete in the future.

6. Conclusion

This article initiates an open-source computer system (OSCS) move-
ment. The OSCS initiative is an open-source movement where software
converges with hardware. It is to utilize the inherent characteristics of
a class of representative workloads and propose innovative abstraction
and methodology to co-explore the software and hardware design
space to attain peak performance, security, and other fundamental
dimensions. I discuss four OSCS challenges: the daunting system com-
plexity, the tradeoff between universal and ideal systems, guaranteeing
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best-case, worst-case, or average-case quality and performance, and
balancing legal, patent, and license issues.

I propose the funclet abstraction and architecture to tackle the
system complexity challenges. The funclet abstraction is a well-defined,
evolvable, reusable, independently deployable, and testable functional-
ity with modest complexity. Each funclet interoperates with other fun-
clets through standard bus interfaces or interconnections. Four funclet
building blocks: chiplet, HWlet, envlet, and servlet at the chip, hard-
ware, environment management, and service layers form the four-layer
funclet architecture.
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